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1 Problem

Poynting [1] identified the flux of energy in the electromagnetic fields \{E, B\} (in a medium with relative permittivity \(\epsilon = 1\) and relative permeability \(\mu = 1\)) with the vector

\[
S = \frac{c}{4\pi} E \times B, \tag{1}
\]

in Gaussian units, where \(c\) is the speed of light in vacuum. Abraham [2] recognized the additional role of the Poynting vector as being proportional to the density of linear momentum stored in the electromagnetic field,

\[
p_{\text{EM}} = S = \frac{E \times B}{c^2}, \tag{2}
\]

although these arguments most clearly show that the volume integral

\[
P_{\text{EM}} = \int p_{\text{EM}} \, d\text{Vol}, \tag{3}
\]

rather than the integrand (2), has physical significance. This suggests that the density of angular momentum stored in the electromagnetic field can be written as

\[
l_{\text{EM}} = r \times p_{\text{EM}} = r \times \frac{E \times B}{4\pi c}. \tag{4}
\]

Show that the Helmholtz decomposition [3] of a vector field \(F\) into irrotational and rotational parts,

\[
F = F_{\text{irr}} + F_{\text{rot}}, \tag{5}
\]

where

\[
\nabla \times F_{\text{irr}} = 0, \quad \text{and} \quad \nabla \cdot F_{\text{rot}} = 0 \tag{6}
\]
at all points in space, leads to (gauge-invariant) alternative forms for the densities of momentum and angular momentum in the electromagnetic fields of a system of charges \(e_i\) of rest masses \(m_i\) and velocities \(v_i\):

\[
P_{\text{total}} = \sum_i p_{\text{canonical},i} + \int p_{\text{EM,orbital}} \, d\text{Vol}, \tag{7}
\]

and

\[
L_{\text{total}} = \sum_i l_{\text{canonical},i} + \int l_{\text{EM,orbital}} \, d\text{Vol} + \int l_{\text{EM,spin}} \, d\text{Vol}, \tag{8}
\]
where
\[ p_{\text{canonical},i} = \gamma_i m v_i + p_{\text{EM,canonical},i}, \quad \gamma_i = \frac{1}{\sqrt{1 - v_i^2/c^2}}, \quad p_{\text{EM,canonical},i} = \frac{e_i A_{\text{rot}}(r_i)}{c}, \quad (9) \]
and
\[ p_{\text{EM,orbital}} = \frac{\sum_{j=1}^{3} E_{\text{rot},j} \nabla A_{\text{rot},j}}{4\pi c}, \quad (10) \]
where \( A_{\text{rot}} \) is the (gauge-invariant) rotational part of the (gauge-dependent) vector potential \( A \), and \( A_{\text{rot}}(r_i) \) is the rotational part of the vector potential at charge \( i \) due to all other sources.

## 2 Solution

The identification of orbital and spin parts of the electromagnetic angular momentum was anticipated by Henriot [4], but may be due to Rosenfeld [5, 6], who examined “classical” field theories of particles of various spin. For the latter, see also [7, 8]. The flux of orbital and spin angular momentum was considered by Humblet [9]. These considerations are little represented in treatises on classical electrodynamics, but they are well summarized in chap. 1 of [10], which this solution largely follows. See also chap. 9 of [11], and [12]. Alternative decompositions are discussed, for example, in [13].

### 2.1 Helmholtz Decomposition of the Electromagnetic Fields and the Coulomb Gauge

Helmholtz [3] showed (in a hydrodynamic context) that any vector field, say \( \mathbf{F} \), that vanishes suitably quickly at infinity can be decomposed according to eqs. (5)-(6), where the irrotational and rotational (or solenoidal)\(^2\) components \( \mathbf{F}_{\text{irr}} \) and \( \mathbf{F}_{\text{rot}} \) obey

\(^1\)These considerations were larger unknown to the elementary-particle-physics community until rediscovered in 2007, [14], after which a flurry of papers has ensured, as reviewed in [15].

\(^2\)The irrotational and rotational/solenoidal components \( \mathbf{F}_{\text{irr}} \) and \( \mathbf{F}_{\text{rot}} \) are called the longitudinal and transverse components, \( \mathbf{F}_\parallel \) and \( \mathbf{F}_\perp \) respectively, by some people. The latter nomenclature derives from plane waves \( \mathbf{F} = F_0 e^{i(k \cdot r - \omega t)} \) to which the proof of Helmholtz decomposition does not formally apply, but which is readily written as \( \mathbf{F}_{\text{irr}} = \mathbf{F}_\parallel = (\mathbf{F} \cdot \mathbf{k}) \mathbf{k} \) and \( \mathbf{F}_{\text{rot}} = \mathbf{F}_\perp = \mathbf{F} - \mathbf{F}_\parallel \) such that \( \mathbf{F}_\perp \cdot \mathbf{k} = 0 \), and the irrotational/longitudinal and rotational/solenoidal/transverse components of \( \mathbf{F} \) are parallel and perpendicular, respectively, to the wave vector \( \mathbf{k} \). The author prefers the terms irrotational and rotational to describe the global argument of Helmholtz, because the terms longitudinal and transverse fields commonly describe only local aspects of vector fields.
Helmholtz also showed that

\[ F_{\text{irr}}(r) = -\nabla \int \frac{\nabla' \cdot F(r')}{4\pi R} d\text{Vol}', \quad \text{and} \quad F_{\text{rot}}(r) = \nabla \times \int \frac{\nabla' \times F(r')}{4\pi R} d\text{Vol}', \quad (13) \]

where \( R = |r - r'| \). Time does not appear in eq. (13), which indicates that the vector field \( F \) at some point \( r \) (and some time \( t \)) can be reconstructed from knowledge of its vector derivatives, \( \nabla \cdot F \) and \( \nabla \times F \), over all space (at the same time \( t \)).

An important historical significance of the Helmholtz decomposition (5) and (12) was in showing that Maxwell’s equations, which give prescriptions for the derivatives of the electromagnetic fields \( E \) and \( B \), are mathematically sufficient to determine those fields. In this note we consider only media with relative permittivity \( \epsilon = 1 \) and relative permeability \( \mu = 1 \), so that Maxwell’s equations can be written (in Gaussian units) in terms of the macroscopic charge and current densities, \( \rho \) and \( \mathbf{J} \), as

\[
\begin{align*}
\nabla \cdot \mathbf{E} & = 4\pi \rho, \\
\nabla \times \mathbf{E} & = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}, \\
\nabla \cdot \mathbf{B} & = 0, \\
\nabla \times \mathbf{B} & = \frac{4\pi}{c} \mathbf{J} + \frac{1}{c} \frac{\partial \mathbf{E}}{\partial t},
\end{align*}
\]

(14) (15) (16) (17)

where \( c \) is the speed of light in vacuum.

It follows from eq. (16) that the magnetic field \( \mathbf{B} \) is purely rotational in the sense of Helmholtz,

\[ \mathbf{B}_{\text{rot}} = \mathbf{B}. \quad (18) \]

In general, the electric field \( \mathbf{E} \) has both irrotational and rotational components. In Appendix A it is shown that the irrotational part of \( \mathbf{E} \) at time \( t \) is the static (Coulomb) field that would exist if the charge density \( \rho(r, t) \) had been unchanged for all earlier times,

\[ E_{\text{irr}}(r, t) = E^{(C)} = \int \frac{\rho(r', t) \hat{\mathbf{R}}}{R^2} d\text{Vol}' = \sum_i e_i \frac{\hat{R}_i}{R_i^2}, \quad (19) \]

where \( \hat{\mathbf{R}} = r - r' \), and in the microscopic view, \( e_i \) is the electric charge of particle \( i \). Thus, the electric field can be purely rotational only if the macroscopic charge density \( \rho \) is everywhere zero; in the microscopic view \( E_{\text{irr}} = 0 \) only if all particles are electrically neutral.

That the irrotational part of the electric field can be calculated from the instantaneous charge distribution cautions us that the Helmholtz decomposition (5) does not imply independent physical significance for the partial fields \( E_{\text{irr}} \) and \( E_{\text{rot}} \). In general, only the total electric field \( \mathbf{E} \) has the physical significance of propagation at the speed of light.

Using the identity that \( (\nabla' \times F(r'))/R = \nabla' \times (F/R) + F \times \nabla' (1/R) = \nabla' \times (F/R) + \nabla (1/R) \times F \), we can also write

\[ F_{\text{rot}}(r) = \nabla \times \int \frac{\nabla' \times F(r')}{4\pi R} d\text{Vol}' + \nabla \times \nabla \times \int \frac{F(r')}{4\pi R} d\text{Vol}' = \nabla \times \nabla \times \int \frac{F(r')}{4\pi R} d\text{Vol}', \quad (12) \]

for fields \( F \) that vanish quickly enough at infinity.
An explicit expression for the rotational part of the electric field can be given in the Darwin approximation (Appendix C), in which electrodynamics is considered only to order \(1/c^2\):

\[
E_{\text{rot}} = -\sum_i \frac{e_i}{2c^2 R_i} \left\{ a_i + (a_i \cdot \hat{R}_i) \hat{R}_i + \frac{3(v_i \cdot \hat{R}_i)^2 - v_i^2}{R_i} \hat{R}_i \right\},
\]

(20)

where \(a_i\) and \(v_i\) are the acceleration and velocity of particle \(i\).

The electric field \(E\) and the magnetic field \(B\) can be related to a scalar potential \(V\) and a vector potential \(A\) according to

\[
E = -\nabla V - \frac{1}{c} \frac{\partial A}{\partial t},
\]

(21)

\[
B = \nabla \times A.
\]

(22)

The vector field \(-\nabla V\) is purely longitudinal, but in general the vector potential \(A\) has both longitudinal and transverse components.

The potentials \(V\) and \(A\) are not unique, but can be redefined in a systematic way such that the fields \(E\) and \(B\) are invariant under such redefinition. A particular choice of the potentials is called a choice of gauge, and the relations (16)-(17) are said to be gauge invariant. The gauge transformation

\[
A \rightarrow A + \nabla \Omega, \quad V \rightarrow V - \frac{1}{c} \frac{\partial \Omega}{\partial t},
\]

(23)

leaves the fields \(E\) and \(B\) unchanged, provided the scalar function \(\Omega\) satisfies the wave equation

\[
\nabla^2 \Omega - \frac{1}{c^2} \frac{\partial^2 \Omega}{\partial t^2} = 0.
\]

(24)

A consequence of this is that when the vector potential is decomposed as \(A = A_{\text{irr}} + A_{\text{rot}}\), the rotational part is actually gauge invariant. That is,

\[
A_{\text{irr}} + A_{\text{rot}} \rightarrow (A_{\text{irr}} + \nabla \Omega) + A_{\text{rot}},
\]

(25)

where the term in parenthesis is the irrotational part of the transformed vector potential, so the rotational part, \(A_{\text{rot}}\), is unchanged by the gauge transformation.

If we work in the Coulomb gauge (see Appendix B), where \(\nabla \cdot A = 0\), then \(A_{\text{irr}}^{(C)} = 0\) and \(A_{\text{rot}}^{(C)} = A^{(C)} = A_{\text{rot}}\), so that

\[
E = -\nabla V^{(C)} - \frac{\partial A^{(C)}}{\partial t} = -\nabla V^{(C)} - \frac{\partial A_{\text{rot}}}{\partial t} = E_{\text{irr}} + E_{\text{rot}},
\]

(26)

where

\[
E_{\text{irr}} = -\nabla V^{(C)}, \quad E_{\text{rot}} = -\frac{1}{c} \frac{\partial A^{(C)}}{\partial t} = -\frac{1}{c} \frac{\partial A_{\text{rot}}}{\partial t}.
\]

(27)

If we work in some other gauge with potentials \(A\) and \(V\) where the vector potential has both irrotational and rotational parts, \(A = A_{\text{irr}} + A_{\text{rot}}\), then the decomposition of the electric field is

\[
E_{\text{irr}} = -\nabla V - \frac{1}{c} \frac{\partial A_{\text{irr}}}{\partial t}, \quad E_{\text{rot}} = -\frac{1}{c} \frac{\partial A_{\text{rot}}}{\partial t}.
\]

(28)
The decomposition (26)-(28) of the electric field $\mathbf{E}$ into irrotational and rotational fields is gauge invariant, but the simplicity of eq. (27) gives a special importance to the Coulomb gauge. However, one must remain cautious about assigning a direct physical significance to $\mathbf{A}_{\text{rot}}$ because it leads to the field $\mathbf{E}_{\text{rot}}$ which has components that propagate instantaneously.\footnote{See, for example, [16].}

2.2 Total Energy of an Electromagnetic System

The electromagnetic energy $U_{\text{EM}}$ of a system of charges can be written

$$U_{\text{EM}} = \int \frac{E^2 + B^2}{8\pi} d\text{Vol}. \quad (29)$$

Using the Parseval-Plancherel identity (86), we can write the electric part of the field energy as

$$U_E = \int \frac{\mathbf{E} \cdot \mathbf{E}}{8\pi} d^3r = \int \frac{\mathbf{E}^* \cdot \mathbf{E}}{8\pi} d^3k = \int \frac{\mathbf{E}^*_{\text{irr}} + \mathbf{E}_{\text{rot}}^*}{8\pi} \cdot (\mathbf{E}_{\text{irr}} + \mathbf{E}_{\text{rot}}) d^3k$$

$$= \int \frac{\mathbf{E}_{\text{irr}}^* \cdot \mathbf{E}_{\text{irr}} + \mathbf{E}_{\text{rot}}^* \cdot \mathbf{E}_{\text{rot}}}{8\pi} d^3k = \int \frac{E_{\text{irr}}^2 + E_{\text{rot}}^2}{8\pi} d^3r \equiv U_{E,\text{irr}} + U_{E,\text{rot}}. \quad (30)$$

Since $\nabla \cdot \mathbf{E}_{\text{irr}} = 4\pi \rho$ and $\mathbf{E}_{\text{irr}} = -\nabla V^{(C)}$ (Appendix B), the field energy $U_{E,\text{irr}}$ can be transformed in the usual way to the instantaneous Coulomb energy,

$$U_{E,\text{irr}} = \int \frac{-\mathbf{E}_{\text{irr}} \cdot \nabla V^{(C)}}{8\pi} d\text{Vol} = \int \frac{\rho V^{(C)}}{2} d\text{Vol} = \frac{1}{2} \sum_{i \neq j} e_i V^{(C)}(r_i) = \frac{1}{2} \sum_{i \neq j} \frac{e_i e_j}{R_{ij}} = U^{(C)}, \quad (31)$$

where $V^{(C)}(r_i)$ is the instantaneous Coulomb potential at charge $i$ due to other charges. Also, since $\mathbf{B} = \mathbf{B}_{\text{rot}}$, the field energy can be written

$$U_{\text{EM}} = U^{(C)} + U_{E,\text{rot}} + U_{B,\text{rot}} = U^{(C)} + U_{\text{EM,rot}}, \quad (32)$$

where $U_{\text{EM,rot}} = U_{E,\text{rot}} + U_{B,\text{rot}}$.

2.2.1 Total Energy in the Darwin Approximation

In the Darwin approximation the total energy of a system of particles of rest masses $m_i$ and electric charges $e_i$ is given by eq. (101),

$$U = \sum_i \frac{m_i v_i^2}{2} + \sum_i \frac{3m_i v_i^4}{8c^2} + \frac{1}{2} \sum_{i \neq j} \frac{e_i e_j}{R_{ij}} + \frac{1}{2} \sum_{i \neq j} \frac{e_i e_j}{2c^2 R_{ij}} [\mathbf{v}_i \cdot \mathbf{v}_j + (\mathbf{v}_i \cdot \hat{n}_{ij})(\mathbf{v}_j \cdot \hat{n}_{ij})]. \quad (33)$$

In this quasistatic approximation the rotational field energies are

$$U_{E,\text{rot}} = 0, \quad U_{M,\text{rot}} = \frac{1}{2} \sum_i \frac{e_i v_i \cdot \mathbf{A}_{\text{rot}}(r_i)}{c} = \frac{1}{2} \sum_{i \neq j} \frac{e_i e_j}{2c^2 R_{ij}} [\mathbf{v}_i \cdot \mathbf{v}_j + (\mathbf{v}_i \cdot \hat{n}_{ij})(\mathbf{v}_j \cdot \hat{n}_{ij})], \quad (34)$$

referring to eqs. (114)-(115), where $\mathbf{A}_{\text{rot}}(r_i)$ is the (gauge-invariant) rotational part of the vector potential at charge $i$ due to other charges.
2.3 Total Momentum of an Electromagnetic System

The total momentum associated with electromagnetic fields \( \mathbf{E} \) and \( \mathbf{B} \) is

\[
P_{EM} = \int \frac{\mathbf{S}}{c^2} d\text{Vol} = \int \frac{\mathbf{E} \times \mathbf{B}}{4\pi c} d\text{Vol},
\]

(35)

where \( \mathbf{S} = (c/4\pi)\mathbf{E} \times \mathbf{B} \) is the Poynting vector. We do not consider the Helmholtz decomposition of the Poynting vector, but rather a form based on the Helmholtz decomposition of the electric field,

\[
\mathbf{S} = \mathbf{S}_1 + \mathbf{S}_2 = \frac{c}{4\pi} \mathbf{E}_{\text{irr}} \times \mathbf{B}_{\text{rot}} + \frac{c}{4\pi} \mathbf{E}_{\text{rot}} \times \mathbf{B}_{\text{rot}}.
\]

(36)

Then, using the Parseval-Plancherel identity (86) and eqs. (78), (81) and (83),

\[
P_{EM,1} = \int \frac{\mathbf{S}_1}{c^2} d\text{Vol} = \int \frac{\mathbf{E}_{\text{irr}} \times \mathbf{B}_{\text{rot}}}{4\pi c} d^3\mathbf{r} = \int \frac{\tilde{\mathbf{E}}_{\text{irr}}^* \times \tilde{\mathbf{B}}_{\text{rot}}}{4\pi c} d^3k
\]

\[
= \int \tilde{\rho}(k) \frac{4\pi i \mathbf{k}}{k} \times \frac{\mathbf{E}_{\text{rot}}}{4\pi c} d^3k = \int \tilde{\rho}(k) \left[ \mathbf{A}_{\text{rot}} - \frac{(\mathbf{A} \cdot \mathbf{k}) \mathbf{k}}{c^2} \right] d^3k
\]

\[
= \int \tilde{\rho}(k) \frac{\mathbf{A}_{\text{rot}}}{c} d^3k = \int \frac{\rho \mathbf{A}_{\text{rot}}}{c} \cdot d^3\mathbf{r} = \sum_i \frac{c_i \mathbf{A}_{\text{rot}}(\mathbf{r}_i)}{c} = P_{EM,\text{canonical}},
\]

(37)

where \( \mathbf{A}_{\text{rot}}(\mathbf{r}_i) \) is the (gauge-invariant) rotational part of vector potential at particle \( i \) due to all other charges.\(^5\) Thus, we recognize \( P_{EM,1} \) as the electromagnetic part, \( P_{EM,\text{canonical}} \), of the total (gauge-invariant) canonical momentum of the system,

\[
P_{\text{canonical}} = P_{\text{mech}} + P_{EM,\text{canonical}} = \sum_i \left( p_i + \frac{c_i \mathbf{A}_{\text{rot}}(\mathbf{r}_i)}{c} \right),
\]

(38)

where \( p_i = \gamma_i m_i \mathbf{v}_i \) is the (relativistic) mechanical momentum of particle \( i \). It is often convenient to consider that the electromagnetic part of the canonical momentum of a charge is associated with the charge, although it is more correct to consider this term to be an effect of the interaction between the electromagnetic fields of that charge and the fields of other charges.

The part of the electromagnetic momentum associated with the rotational part of the electric field is

\[
P_{EM,2} = \int \frac{\mathbf{E}_{\text{rot}} \times \mathbf{B}}{4\pi c} d\text{Vol} = \int \frac{\mathbf{E}_{\text{rot}} \times (\nabla \times \mathbf{A}_{\text{rot}})}{4\pi c} d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{rot},i} \mathbf{A}_{\text{rot},j} - (\mathbf{E}_{\text{rot}} \cdot \nabla) \mathbf{A}_{\text{rot}}}{4\pi c} d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{rot},i} \mathbf{A}_{\text{rot},j} + (\nabla \cdot \mathbf{E}_{\text{rot}}) \mathbf{A}_{\text{rot}}}{4\pi c} d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{rot},i} \mathbf{A}_{\text{rot},j}}{4\pi c} d\text{Vol} \equiv \int p_{EM,\text{orbital}} d\text{Vol} = P_{EM,\text{orbital}},
\]

(39)

\(^5\)While the vector potential \( \mathbf{A}_{\text{rot}} \) can be nonzero in situations where the electric charge density is everywhere zero, for \( P_{EM,1} = P_{EM,\text{canonical}} \) to be nonzero requires a nonzero charge density, i.e., at least one charge \( e \) not balanced by neighboring charges. Then, the electric field is nonzero, the Poynting vector is nonzero, and \( P_{EM} \) according to eq. (35) is nonzero.

where looking ahead to eq (60) we define

\[ p_{\text{EM, orbital}} = \sum_{j=1}^{3} \frac{E_{\text{rot},j} \nabla A_{\text{rot},j}}{4\pi c}. \]  

(40)

The total momentum of the system can now be written as

\[ P_{\text{total}} = P_{\text{canonical}} + P_{\text{EM, orbital}} = \sum_{i} \left( p_{i} + \frac{e_{i} A_{\text{rot}}(r_i)}{c} \right) + \int \sum_{j=1}^{3} \frac{E_{\text{rot},j} \nabla A_{\text{rot},j}}{4\pi c} \, d\text{Vol} \]  

(41)

It is often convenient to consider that the electromagnetic part, eq. (37), of the canonical momentum of a charge is associated with the charge, although it is more correct to consider this term to be an effect (“dressing”) of the interaction between the electromagnetic fields of that charge and the fields of other charges. In the former view, the momentum \( P_{\text{EM,2}} \) associated with the rotational part of the electric field is the only momentum that is “purely” associated with the fields themselves. A pulse of electromagnetic radiation that no longer overlaps with its source charges and currents can be considered as having a purely rotational electric field, such that \( P_{\text{EM,2}} \) describes all of the momentum of the pulse.

### 2.3.1 Momentum of a Circularly Polarized Plane Wave

As an example, consider a circularly polarized electromagnetic plane wave defined by the potentials

\[ A_{\text{rot}} = A_{0}(\hat{x} \pm i\hat{y})e^{i(kz-\omega t)}, \quad V^{(C)} = 0, \]  

(42)

for which the electromagnetic fields are

\[ E = E_{\text{rot}} = -\frac{1}{c} \frac{\partial A_{\text{rot}}}{\partial t} = ike^{i(kz-\omega t)}, \]  

(43)

and

\[ B = \nabla \times A_{\text{rot}} = i\hat{k} \times A_{\text{rot}} = \hat{k} \times E, \]  

(44)

where \( k = k \hat{z} \). The time-average density of electromagnetic momentum associated with the (rotational) electric field is

\[ \langle p_{\text{EM,1}} \rangle = 0, \quad \langle p_{\text{EM,2}} \rangle = \frac{1}{2} \sum_{j=1}^{3} \frac{Re(E_{\text{rot},j}^{*} \nabla A_{\text{rot},j})}{4\pi c} = \frac{k^2 A_{0}^2}{4\pi c} \hat{k}. \]  

(45)

The time-average density of electromagnetic energy is

\[ \langle u \rangle = \frac{1}{2} \frac{|E|^2 + |B|^2}{8\pi} = \frac{k^2 A_{0}^2}{4\pi}, \]  

(46)

so that

\[ \langle p_{\text{EM}} \rangle = \frac{c}{8\pi} Re(E^{*} \times B) = \langle p_{\text{EM,2}} \rangle = \frac{\langle u \rangle}{c} \hat{k}, \]  

(47)

as expected.
2.3.2 Is There Such a Thing as “Spin Linear Momentum”?

Equations (35), (37) and (39) suggest that densities of momentum stored in an electromagnetic field can be defined as

\[ p_{EM} = p_{EM, \text{canonical}} + p_{EM, \text{orbital}} = \rho A_{rot} \frac{c}{4\pi c} + \sum_{j=1}^{3} \frac{E_{rot,j} \nabla A_{rot,j}}{4\pi c}, \]

although only the volume integrals of these densities have clear physical significance.

On comparing eqs. (40) and (59), it is suggestive to identify a density of “spin linear momentum” as

\[ p_{EM, \text{spin}} = -\left( E_{rot} \cdot \nabla A_{rot} \right) \frac{4\pi c}{4\pi c}. \]

However, the significance of this identification is questionable, since the volume integral of \( p_{EM, \text{spin}} \) is zero. Furthermore, \( p_{EM, \text{spin}} = 0 \) for a circularly polarized plane wave (42)-(44) whose characterization as carrying spin angular momentum is a primary motivation for the entire present analysis. Hence, we will not consider the notion of “spin linear momentum” further, although this concept has its advocates [17].

2.3.3 Total Momentum in the Darwin Approximation

In the Darwin approximation the total momentum of a system of charges is given by eq. (99),

\[ P_{\text{total}} = P_{\text{canonical}} = P_{\text{mech}} + P_{EM} = \sum_{i} m_{i} v_{i} + \sum_{i} \frac{m_{i} v_{i}^{2}}{2c^{2}} v_{i} + \sum_{i} \frac{e_{i} A_{rot}(r_{i})}{c} \]

In this quasistatic approximation \( p_{EM,2} = 0 \), and all the electromagnetic momentum of the system can be associated with charges via the electromagnetic part of their canonical momenta, which are of order \( 1/c^{2} \) since the vector potential is of order \( 1/c \). Only when electrodynamic effects are considered at higher orders do they include a nonzero contribution to the electromagnetic momentum from the rotational part of the electric field. For example, the (rotational) radiation fields of an oscillating dipole are of order \( 1/c^{2} \), so the electromagnetic momentum associated with a pulse of radiation is of order \( 1/c^{5} \).

Another result in the Darwin (quasistatic) approximation is based on the simplification of the wave equation (92) for the vector potential to the static equation

\[ \nabla^{2} A_{rot} \approx -\frac{4\pi}{c} J_{rot}. \]

Then [18, 19],

\[ P_{EM, \text{canonical}} = \int \frac{E_{irr} \times B_{rot}}{4\pi c} dVol = -\int \frac{\nabla V^{(C)} \times B_{rot}}{4\pi c} dVol = \int \frac{V^{(C)} \nabla \times B_{rot}}{4\pi c} dVol \]

\[ = \int \frac{V^{(C)} \nabla \times (\nabla \times A_{rot})}{4\pi c} dVol = \int \frac{V^{(C)} [\nabla (\nabla \cdot A_{rot}) - \nabla^{2} A_{rot}]}{4\pi c} dVol \]

\[ \approx \int \frac{V^{(C)} J_{rot}}{c^{2}} dVol, \]

where \( V^{(C)} \) is the instantaneous (Coulomb) potential.
2.3.4 Potential Momentum and “Hidden” Momentum

It is sometimes considered paradoxical that a static electromagnetic system can have nonzero electromagnetic momentum (35). See, for example, [20].

The present analysis offers the perspective that in static configurations the electric field is purely irrotational, so the electromagnetic momentum (35) can be rewritten as

\[
P_{EM} = P_{EM, canonical} = \sum_i e_i A_{rot}(r_i) / c.
\]

(53)

This momentum is a kind of electrical potential momentum [21, 22] associated with a charge being at a location with nonzero vector potential (due to other sources). The potential momentum \( eA/c \) of a charge \( e \) can be combined with the electrical potential energy \( eV \) of that charge, where \( V \) is the scalar potential at the location of the charge (due to other sources), into a potential energy-momentum 4-vector,

\[
U_{potential, \mu} = \left( eV, \frac{eA}{c} \right) = (eV, eA) = eA_\mu.
\]

(54)

The implication is that if the vector potential drops to zero, the charge takes on a mechanical momentum (in addition to any initial mechanical momentum) equal to its initial electrical potential momentum.

However, this effect is obscured in many apparently simple examples because of the fact [23] that if the center of energy,

\[
r_U = \frac{\int r u_{total} \, dVol}{\int u_{total} \, dVol},
\]

(55)

of a system with total-energy density \( u_{total} \) is at rest, then the total momentum of the system must be zero. If a static system is at rest (except for the steady currents that generate the vector potential), its center of energy will also be at rest, and the total momentum of the system must be zero. Such a system must possess a nonzero mechanical momentum equal and opposite to the electrical potential momentum (53). If the vector potential drops to zero in such a way that the center of energy remains at rest, then the mechanical momentum of the system drops to zero as well. In such cases the electrical potential momentum and the mechanical momentum are “hidden” [24].

2.4 Total Angular Momentum of an Electromagnetic System

The angular momentum of the electromagnetic fields of a system of charges can be written in terms of the Poynting vector as

\[
L_{EM} = \int r \times \frac{S}{c^2} \, dVol = \int \frac{r \times (E \times B)}{4\pi c} \, dVol,
\]

(56)

As for the linear momentum of the fields, it is of interest to consider separately the contribution associated with the irrotational and rotational parts of the electric field.
The part of the electromagnetic angular momentum associated with $\mathbf{E}_{\text{irr}} = -\nabla V^{(C)}$, for which $\nabla \cdot \mathbf{E}_{\text{rot}} = 4\pi \rho$, is

\[
\mathbf{L}_{\text{EM},1} = \int \frac{\mathbf{r} \times (\mathbf{E}_{\text{irr}} \times \mathbf{B})}{4\pi c} \, d\text{Vol} = \int \frac{\mathbf{r} \times [\mathbf{E}_{\text{irr}} \times (\nabla \times \mathbf{A}_{\text{rot}})]}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{irr},j}(\mathbf{r} \times \nabla)A_{\text{rot},j} - \mathbf{r} \times (\mathbf{E}_{\text{irr}} \cdot \nabla)A_{\text{rot}}}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{irr},j}(\mathbf{r} \times \nabla)A_{\text{rot},j} - (\mathbf{E}_{\text{irr}} \cdot \nabla)(\mathbf{r} \times A_{\text{rot}}) + \mathbf{E}_{\text{irr}} \times A_{\text{rot}}}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{irr},j}(\mathbf{r} \times \nabla)A_{\text{rot},j} - (\mathbf{E}_{\text{irr}} \cdot \nabla)(\mathbf{r} \times A_{\text{rot}}) + \mathbf{E}_{\text{irr}} \times A_{\text{rot}}}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{-\sum_{j=1}^{3}(\nabla_j V^{(C)})(\mathbf{r} \times \nabla)A_{\text{rot},j} + 4\pi \rho (\mathbf{r} \times A_{\text{rot}}) - (\nabla V^{(C)} \times A_{\text{rot}})}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} V^{(C)} \nabla_j (\mathbf{r} \times \nabla)A_{\text{rot},j} + 4\pi \rho (\mathbf{r} \times A_{\text{rot}}) + V^{(C)}(\nabla \times A_{\text{rot}})}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{V^{(C)}(\mathbf{r} \times \nabla)(\nabla \cdot A_{\text{rot}}) - V^{(C)}(\nabla \times A_{\text{rot}}) + 4\pi \rho (\mathbf{r} \times A_{\text{rot}}) + V^{(C)}(\nabla \times A_{\text{rot}})}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\mathbf{r} \times \rho A_{\text{rot}}}{c} \, d\text{Vol} = \sum_i \mathbf{r}_i \times \frac{e_i A_{\text{rot}}(\mathbf{r}_i)}{c} = \sum_i \mathbf{r}_i \times \mathbf{P}_{\text{EM,canonical},i} = \mathbf{L}_{\text{EM,canonical}} \cdot (57)
\]

assuming the various surface integrals that result from integrations by parts vanish for fields the fall off sufficiently quickly at infinity. The sum of $\mathbf{L}_{\text{EM},1} = \mathbf{L}_{\text{EM,canonical}}$ and the mechanical angular momentum of the system is

\[
\mathbf{L}_{\text{mech}} + \mathbf{L}_{\text{EM,canonical}} = \sum_i \mathbf{r}_i \times \left( \mathbf{p}_i + \frac{e_i A_{\text{rot}}(\mathbf{r}_i)}{c} \right) = \mathbf{L}_{\text{canonical}},\quad (58)
\]

which is the canonical angular momentum of the particles of the system.

Turning to the electromagnetic angular momentum associated with the rotational part of the electric field, for which $\nabla \cdot \mathbf{E}_{\text{rot}} = 0$, we have

\[
\mathbf{L}_{\text{EM,2}} = \int \frac{\mathbf{r} \times (\mathbf{E}_{\text{rot}} \times \mathbf{B})}{4\pi c} \, d\text{Vol} = \int \frac{\mathbf{r} \times [\mathbf{E}_{\text{rot}} \times (\nabla \times \mathbf{A}_{\text{rot}})]}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{rot},j}(\mathbf{r} \times \nabla)A_{\text{rot},j} - \mathbf{r} \times (\mathbf{E}_{\text{rot}} \cdot \nabla)A_{\text{rot}}}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{rot},j}(\mathbf{r} \times \nabla)A_{\text{rot},j} - (\mathbf{E}_{\text{rot}} \cdot \nabla)(\mathbf{r} \times A_{\text{rot}}) + \mathbf{E}_{\text{rot}} \times A_{\text{rot}}}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{rot},j}(\mathbf{r} \times \nabla)A_{\text{rot},j} - (\mathbf{E}_{\text{rot}} \cdot \nabla)(\mathbf{r} \times A_{\text{rot}}) + \mathbf{E}_{\text{rot}} \times A_{\text{rot}}}{4\pi c} \, d\text{Vol}
\]

\[
= \int \frac{\sum_{j=1}^{3} E_{\text{rot},j}(\mathbf{r} \times \nabla)A_{\text{rot},j} + (\nabla \cdot \mathbf{E}_{\text{rot}})(\mathbf{r} \times A_{\text{rot}}) + \mathbf{E}_{\text{rot}} \times A_{\text{rot}}}{4\pi c} \, d\text{Vol}
\]
\[ \mathbf{l}_{\text{EM}} = \int \mathbf{r} \times \left( \sum_{j=1}^{3} \frac{E_{\text{rot},j} \nabla A_{\text{rot},j}}{4\pi c} \right) \, d\text{Vol} + \int \frac{E_{\text{rot}} \times A_{\text{rot}}}{4\pi c} \, d\text{Vol} \]
\[ \equiv \mathbf{L}_{\text{EM,orbital}} + \mathbf{L}_{\text{EM,spin}}, \quad (59) \]

where the orbital angular momentum,

\[ \mathbf{L}_{\text{EM,orbital}} = \int \mathbf{l}_{\text{EM,orbital}} \, d\text{Vol}, \quad \mathbf{l}_{\text{EM,orbital}} = \mathbf{r} \times \left( \sum_{j=1}^{3} \frac{E_{\text{rot},j} \nabla A_{\text{rot},j}}{4\pi c} \right) = \mathbf{r} \times \mathbf{p}_{\text{EM,orbital}}, \quad (60) \]

depends on the choice of origin, while

\[ \mathbf{L}_{\text{EM,spin}} = \int \mathbf{l}_{\text{EM,spin}} \, d\text{Vol}, \quad \mathbf{l}_{\text{EM,spin}} = \frac{E_{\text{rot}} \times A_{\text{rot}}}{4\pi c} \quad (61) \]
is independent of the choice of origin and is therefore an intrinsic property of the fields, which we call the spin angular momentum.

2.4.1 Angular Momentum of a Circularly Polarized Plane Wave

As an example, consider a circularly polarized electromagnetic plane wave, eqs. (42)-(44). The time-average density of spin angular momentum is

\[ \langle \mathbf{l}_{\text{EM,spin}} \rangle = \frac{1}{2} \frac{\text{Re}(E^{*}_{\text{rot}} \times \mathbf{A}_{\text{rot}})}{4\pi c} = \pm \frac{kA_{0}^{2}}{4\pi c} \hat{k}. \quad (62) \]

Thus,

\[ \langle \mathbf{l}_{\text{EM,spin}} \rangle = \pm \frac{\langle u \rangle}{\omega} \hat{k}, \quad (63) \]
in terms of the time-average density (46) of electromagnetic energy, which is consistent with the quantum behavior of spin-1 photons. Also, the time-average density of orbital angular momentum is

\[ \langle \mathbf{l}_{\text{EM,orbital}} \rangle = \mathbf{r} \times \frac{1}{2} \sum_{j} \frac{\text{Re}(E^{*}_{\text{rot},j} \nabla A_{\text{rot},j})}{4\pi c} = \mathbf{r} \times \langle \mathbf{p}_{\text{EM}} \rangle. \quad (64) \]

recalling eq. (47).

This illustrates that for any free field, for which the “orbital” momentum density equals the total momentum density, we might expect that the “orbital” angular momentum density is the total angular momentum density, which brings into question the significance of the “spin” angular momentum density.

2.4.2 Is There “Really” Such a Thing as Classical Spin Angular Momentum?

Equation (56) suggests the we could define the density of angular momentum in the electromagnetic field as

\[ \mathbf{l}_{\text{EM}} = \mathbf{r} \times \frac{\mathbf{E} \times \mathbf{B}}{4\pi c}. \quad (65) \]
Then, eq. (48) suggests that we can replace \( E \times B / 4\pi c \) by \( p_{\text{EM,canonical}} + p_{\text{EM,orbital}} \) to write

\[
I_{\text{EM}} = r \times (p_{\text{EM,canonical}} + p_{\text{EM,orbital}}). \tag{66}
\]

In contrast, eqs. (57)-(61) suggest that we can also write

\[
I_{\text{EM}} = I_{\text{EM,canonical}} + I_{\text{EM,orbital}} + I_{\text{EM,spin}} = r \times (p_{\text{EM,canonical}} + p_{\text{EM,orbital}}) + I_{\text{EM,spin}}
\]

\[
= r \times \rho A_{\text{rot}} / c + r \times \frac{\sum_{j=1}^{3} E_{\text{rot},j}}{4\pi c} \nabla A_{\text{rot},j} + \frac{E_{\text{rot}} \times A_{\text{rot}}}{4\pi c}. \tag{67}
\]

The analysis that has led to the apparent contradiction between eqs. (66) and (67) assumed that the surface integrals that arise during the various integrations by parts can be neglected. This assumption is not valid for plane waves, or for monochromatic waves whose time dependence \( e^{-i\omega t} \) implies these waves exist at arbitrarily early and late times. Physical waves have existed only for a finite time, and hence are bounded in space such that the surface integrals are indeed negligible. That is, neglect of the integrals on distant surfaces is a good approximation for physics fields.

Thus, the transformations (37), (39), (57) and (59) do not justify equating the integrand \( E \times B / 4\pi c \) with \( p_{\text{EM,canonical}} + p_{\text{EM,orbital}} \); equating the integrand \( r \times (E \times B) / 4\pi c \) to the form \( r \times (p_{\text{EM,canonical}} + p_{\text{EM,orbital}}) + I_{\text{EM,spin}} \). In particular, the argument that led to eq. (66) does not imply that the volume integral of \( r \times (p_{\text{EM,canonical}} + p_{\text{EM,orbital}}) \) equals the total electromagnetic angular momentum (56) of the system. While care must be taken when using the densities of momentum and angular momentum introduced here (and elsewhere), there remains a valid domain of applicability of these concepts, including the “spin” angular momentum density (61).

A related issue is how we should regard the two forms of angular momentum density (65) and (67), both of whose volume integrals yield that same total electromagnetic angular momentum for a bounded system. The form (65) suggests that all electromagnetic angular momentum is “orbital”, while the form (67) includes the “intrinsic spin” angular momentum (56).

The situation here is similar to that concerning magnetostatics, where a classical model of, say, iron atoms is that each has a magnetic moment related to the microscopic current density \( J_{\text{atom}} \) within the atom,

\[
M_{\text{atom}} = \frac{1}{2c} \int_{\text{atom}} (r - r_{\text{atom}}) \times J_{\text{atom}} dV = \int_{\text{atom}} \frac{r \times J_{\text{atom}}}{2c} dV + \frac{r_{\text{atom}}}{2c} \times \int J_{\text{atom}} dV
\]

\[
= \int_{\text{atom}} \frac{r \times J_{\text{atom}}}{2c} dV
\]

which is independent of the choice of origin for steady current distributions \( J_{\text{atom}} \).\(^6\) A ferromagnetic magnetic moment is considered to be an intrinsic property of the atom (and related to the “spin” angular momentum of the atom). We can calculate the total magnetic

\(^6\)Noting that \( \nabla \cdot (x_i J) = J \cdot \nabla x_i = J_i \), we have that \( \int J_i dV = \int \nabla \cdot (x_i J) dV = \oint (x_i J) \cdot d\text{Area} = 0 \) for any current distribution that is bounded in space.
moment of a block of iron as the sum of all atomic moments, which can be transformed into an integral over the macroscopic current density $J$,

$$M_{\text{total}} = \sum_{\text{atoms}} M_{\text{atom}} = \frac{1}{2c} \int r \times \sum_{\text{atoms}} J_{\text{atom}} ~ d\text{Vol} = \int \frac{r \times J}{2c} ~ d\text{Vol}, \quad (69)$$

where $J$ is obtained by averaging the atoms currents $J_{\text{atom}}$ over volumes large compared to an atom but small compared to macroscopic scales. We now can define magnetization densities in two ways, microscopic and macroscopic:

$$m_{\text{micro}} = \frac{M_{\text{atom}}}{\text{Vol}_{\text{atom}}}, \quad \text{and} \quad m_{\text{macro}} = \frac{r \times J}{2c}, \quad (70)$$

such that

$$M_{\text{total}} = \int m_{\text{micro}} ~ d\text{Vol} = \int m_{\text{macro}} ~ d\text{Vol}. \quad (71)$$

However, the microscopic and macroscopic magnetization densities are very different; a uniform microscopic density is associated with a macroscopic density that is nonzero only on the surface of the iron block.

Returning to the case of electromagnetic angular momentum, we can certainly consider the form (65) to represent the macroscopic density of electromagnetic angular momentum.\textsuperscript{7} It is appealing to argue that the form (67) corresponds to a more microscopic description, in which the intrinsic angular momentum of “particles” of the electromagnetic field is described by the density (61) of “spin” angular momentum. Such an interpretation is not entirely justified by the usual premises of classical electrodynamics, but it is more acceptable from a quantum perspective.\textsuperscript{8,9}

Appendix A: Fourier Transforms

The Fourier transform of a vector field $F(r)$ in ordinary 3-space is the vector field $\tilde{F}(k)$ in k-space defined by

$$\tilde{F}(k) = \frac{1}{(2\pi)^{3/2}} \int F(r) e^{-ik \cdot r} ~ d^3r, \quad (72)$$

and the corresponding Fourier integral representation of $F$ is

$$F(r) = \frac{1}{(2\pi)^{3/2}} \int \tilde{F}(k) e^{ik \cdot r} ~ d^3k. \quad (73)$$

We symbolize the relations (72)-(73) by

$$F(r) \leftrightarrow \mathcal{F}(k). \quad (74)$$

\textsuperscript{7}Comparison with the case of a uniformly magnetized block of iron suggests that the macroscopic angular momentum of an electromagnetic field with uniform “spin” angular momentum resides on the surface of the field. In the case of a circularly polarized plane wave, the “surface” is at infinity, such that the macroscopic description omits the angular momentum by the neglect of the surface integrals.

\textsuperscript{8}It is noteworthy that the formalism of “spin” electromagnetic field angular momentum arose in the context of classical field theories [5, 7] of particles with “spin”.

\textsuperscript{9}For recent comments on this theme, see [25].
The curl and divergence of the field \( \mathbf{F} \) have Fourier transforms

\[
\nabla \circ \mathbf{F} = \frac{1}{(2\pi)^{3/2}} \int \nabla \circ (\hat{\mathbf{F}}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{r}}) \, d^3\mathbf{k} = \frac{1}{(2\pi)^{3/2}} \int i\mathbf{k} \circ \hat{\mathbf{F}} \, d^3\mathbf{k},
\]

where \( \circ \) represents either operation \( \cdot \) or \( \times \), which implies the relations

\[
\nabla \times \mathbf{F} \leftrightarrow i\mathbf{k} \times \hat{\mathbf{F}}, \quad \nabla \cdot \mathbf{F} \leftrightarrow i\mathbf{k} \cdot \hat{\mathbf{F}},
\]

For example,

\[
\mathbf{B} = \nabla \times \mathbf{A} \leftrightarrow \hat{\mathbf{B}} = i\mathbf{k} \times \hat{\mathbf{A}}.
\]

Then, from eq. (6) the Fourier transforms \( \hat{\mathbf{F}}_{\text{irr}} \) and \( \hat{\mathbf{F}}_{\text{rot}} \) of the irrotational and rotational parts, \( \mathbf{F}_{\text{irr}} \) and \( \mathbf{F}_{\text{rot}} \) of a vector field \( \mathbf{F} \) obey

\[
k \times \hat{\mathbf{F}}_{\text{irr}} = 0, \quad k \cdot \hat{\mathbf{F}}_{\text{rot}} = 0, \quad \hat{\mathbf{F}}_{\text{irr}} \cdot \hat{\mathbf{F}}_{\text{rot}} = 0,
\]

which together with the relation

\[
\mathbf{F} = \mathbf{F}_{\text{irr}} + \mathbf{F}_{\text{rot}} \leftrightarrow \hat{\mathbf{F}} = \hat{\mathbf{F}}_{\text{irr}} + \hat{\mathbf{F}}_{\text{rot}}
\]

imply that

\[
\hat{\mathbf{F}}_{\text{irr}} = (\hat{\mathbf{F}} \cdot \hat{\mathbf{k}}) \hat{\mathbf{k}} = \hat{\mathbf{F}}_{\parallel}, \quad \hat{\mathbf{F}}_{\text{rot}} = \hat{\mathbf{F}} - \hat{\mathbf{F}}_{\text{irr}} = \hat{\mathbf{F}}_{\perp}.
\]

As an example, the Maxwell equation (14) has the Fourier transform

\[
i\mathbf{k} \cdot \hat{\mathbf{E}} = 4\pi \tilde{\rho}(\mathbf{k}),
\]

where \( \tilde{\rho}(\mathbf{k}) \) is the transform of \( \rho(\mathbf{r}) \), so the irrotational part of \( \hat{\mathbf{E}} \) is

\[
\hat{\mathbf{E}}_{\text{irr}} = \tilde{\rho}(\mathbf{k}) \frac{-4\pi i\hat{\mathbf{k}}}{k},
\]

which is the product of two Fourier transforms, \( \tilde{F} = \tilde{\rho}(\mathbf{k}) \) and \( \hat{\mathbf{G}} = -4\pi i\hat{\mathbf{k}}/k \). In general, the product \( \tilde{F}(\mathbf{k})\hat{\mathbf{G}}(\mathbf{k}) \) of the Fourier transforms of scalar fields \( F(\mathbf{r}) \) and \( G(\mathbf{r}) \) has the inverse transform

\[
\frac{1}{(2\pi)^{3/2}} \int \tilde{F}(\mathbf{r}')\hat{G}(\mathbf{r} - \mathbf{r}') \, d^3\mathbf{r}',
\]

which is not \( F(\mathbf{r})G(\mathbf{r}) \) but their spatial convolution. Using eqs. (83)-(84) together with eq. (75), we find the irrotational part of the electric field to be

\[
\mathbf{E}_{\text{irr}} = \int \frac{\tilde{\rho}(\mathbf{r}')\hat{\mathbf{R}}}{R^2} \, d^3\mathbf{r}' = \mathbf{E}^{(C)},
\]

where \( \mathbf{R} = \mathbf{r} - \mathbf{r}' \). Thus, the irrotational part of the electric field \( \mathbf{E} \) at time \( t \) is the instantaneous Coulomb field \( \mathbf{E}^{(C)} \) of the electric charge density \( \rho(\mathbf{r}, t) \), i.e., its "static" part, as would hold if the present charge density had never been different in the past.

We also note the Parseval-Plancherel identity for two scalar fields \( F(\mathbf{r}) \) and \( G(\mathbf{r}) \) with Fourier transforms \( \tilde{F}(\mathbf{k}) \) and \( \hat{\mathbf{G}}(\mathbf{k}) \):

\[
\int F^*(\mathbf{r})G(\mathbf{r}) \, d^3\mathbf{r} = \int \tilde{F}^*(\mathbf{k})\hat{\mathbf{G}}(\mathbf{k}) \, d^3\mathbf{k}.
\]
Appendix B: Coulomb Gauge

The vector potential in the **Coulomb gauge** is chosen to be purely rotational/transverse,

\[ \nabla \cdot \mathbf{A}^{(C)} = 0, \quad \text{so that} \quad \mathbf{A}^{(C)} = \mathbf{A}_{\text{rot}} \quad \text{(Coulomb)}. \quad (87) \]

Thus, the vector potential in the Coulomb gauge can be said to have direct physical significance, not as the total vector potential, but as the gauge-invariant rotational part of the vector potential.

We restrict our discussion to media for which the relative permittivity is \( \epsilon = 1 \) and the relative permeability is \( \mu = 1 \). Then, using eq. (16) in the Maxwell equation \( \nabla \cdot \mathbf{E} = 4\pi \), the scalar potential in any gauge obeys

\[ \nabla^2 V + \frac{\partial}{\partial t} \nabla \cdot \mathbf{A} = -4\pi \rho, \quad (88) \]

and the Maxwell equation \( \nabla \times \mathbf{B} = (4\pi/c)\mathbf{J} + \partial \mathbf{E}/\partial t \) leads to

\[ \nabla^2 \mathbf{A} - \frac{1}{c^2} \frac{\partial^2 \mathbf{A}}{\partial t^2} = -\frac{4\pi}{c} \mathbf{J} + \nabla \left( \nabla \cdot \mathbf{A} + \frac{1}{c} \frac{\partial V}{\partial t} \right) \quad (89) \]

for the vector potential in any gauge.

Thus, in the Coulomb gauge, eq. (88) becomes Poisson’s equation,

\[ \nabla^2 V^{(C)} = -4\pi \rho, \quad (90) \]

which has the formal solution

\[ V^{(C)}(\mathbf{r}, t) = \int \frac{\rho(\mathbf{r}', t)}{R} d\text{Vol}' \quad \text{(Coulomb)}, \quad (91) \]

where \( R = |\mathbf{r} - \mathbf{r}'| \), in which changes in the charge distribution \( \rho \) instantaneously affect the potential \( V^{(C)} \) at any distance.

In the Coulomb gauge, eq. (89) becomes

\[ \nabla^2 \mathbf{A}^{(C)} - \frac{1}{c^2} \frac{\partial^2 \mathbf{A}^{(C)}}{\partial t^2} = -\frac{4\pi}{c} \mathbf{J} + \nabla \frac{\partial V^{(C)}}{\partial t} = -\frac{4\pi}{c} \mathbf{J} - \frac{4\pi}{c} \nabla \int \frac{\nabla' \times \mathbf{J}(\mathbf{r}', t)}{4\pi R} d\text{Vol}' \]

\[ = \frac{4\pi}{c} (\mathbf{J} - \mathbf{J}_{\text{ irr}}) = \frac{4\pi}{c} \mathbf{J}_{\text{ rot}}, \quad (92) \]

using eqs. (13), (91) and the continuity equation, \( \nabla \cdot \mathbf{J} = -\partial \rho/\partial t \). Thus, a formal solution for the (retarded) vector potential in the Coulomb gauge, and hence for the gauge-invariant rotational part of the vector potential, is

\[ \mathbf{A}_{\text{rot}}(\mathbf{r}, t) = \mathbf{A}^{(C)}(\mathbf{r}, t) = \frac{1}{c} \int \frac{\mathbf{J}_{\text{rot}}(\mathbf{r}', t' = t - R/c)}{R} d\text{Vol}' \quad \text{(Coulomb)}, \quad (93) \]

where the rotational part of the current density is given by

\[ \mathbf{J}_{\text{rot}}(\mathbf{r}, t) = \frac{1}{4\pi} \nabla \times \int \frac{\nabla' \times \mathbf{J}(\mathbf{r}', t)}{R} d\text{Vol}' = \frac{1}{4\pi} \nabla \times \nabla \times \int \frac{\mathbf{J}(\mathbf{r}', t)}{R} d\text{Vol}'. \quad (94) \]
Appendix C: Darwin’s Approximation

The Lagrangian for a charge $e$ of mass $m$ that moves with velocity $v$ in an external electromagnetic field that is described by potentials $\phi$ and $A$ can be written (see, for example, sec. 16 of [26])

$$\mathcal{L} = -mc^2\sqrt{1 - v^2/c^2} - eV + \frac{e}{c} \cdot A.$$  \hfill (95)

Darwin [27] works in the Coulomb gauge, and keeps term only to order $v^2/c^2$. Then, the scalar and vector potentials due to a charge $e$ that has velocity $v$ are (see sec. 65 of [26] or sec. 12.6 of [28])

$$V^{(C)} = \frac{e}{R}, \quad A^{(C)} = \frac{e[v + (v \cdot \hat{n})\hat{n}]}{2cR},$$  \hfill (96)

where $\hat{n}$ is directed from the charge to the observer, whose (present) distance is $R$.

Combining equations (95) and (96) for a collections of charged particles, and keeping terms only to order $v^2/c^2$, we arrive at the Darwin Lagrangian,

$$\mathcal{L} = \sum_i \frac{m_i v_i^2}{2} + \sum_i \frac{m_i v_i^4}{8c^2} - \sum_{i > j} \frac{e_i e_j}{R_{ij}} + \sum_{i > j} \frac{e_i e_j}{2c^2 R_{ij}} \left[ v_i \cdot v_j + (v_i \cdot \hat{n}_{ij})(v_j \cdot \hat{n}_{ij}) \right],$$  \hfill (97)

where we ignore the constant sum of the rest energies of the particles.

The Lagrangian (97) does not depend explicitly on time, so the corresponding Hamiltonian,

$$\mathcal{H} = \sum_i p_i \cdot v_i - \mathcal{L}$$

$$= \sum_i \frac{p_i^2}{2m_i} - \frac{p_i^4}{8m_i^3 c^2} + \sum_{i > j} \frac{e_i e_j}{R_{ij}} - \sum_{i > j} \frac{e_i e_j}{2m_i m_j c^2 R_{ij}} \left[ p_i \cdot p_j + (p_i \cdot \hat{n}_{ij})(p_j \cdot \hat{n}_{ij}) \right],$$  \hfill (98)

is the conserved energy of the system, where

$$p_i = \frac{\partial \mathcal{L}}{\partial \dot{v}_i} = m_i v_i + \frac{m_i v_i^2}{2c^2} v_i + \sum_{j \neq i} \frac{e_i e_j}{2c^2 R_{ij}} \left[ v_j + \hat{n}_{ij}(v_j \cdot \hat{n}_{ij}) \right]$$

$$= m_i v_i + \frac{m_i v_i^2}{2c^2} v_i + \frac{e_i A^{(C)}(r_i)}{c}$$  \hfill (99)

is the canonical momentum of particle $i$, and

$$A^{(C)}(r_i) = \sum_{j \neq i} \frac{e_i e_j}{2c^2 R_{ij}} \left[ v_j + \hat{n}_{ij}(v_j \cdot \hat{n}_{ij}) \right]$$  \hfill (100)

is the vector potential at charge $i$ due to the other charges. This form is gauge invariant because $A^{(C)}$ in the Coulomb gauge is the gauge-invariant rotational part of the vector potential, as discussed in Appendix B. Hence, the energy/Hamiltonian is

$$U = \sum_i \frac{m_i v_i^2}{2} + \sum_i \frac{3m_i v_i^4}{8c^2} + \sum_{i > j} \frac{e_i e_j}{R_{ij}} + \sum_{i > j} \frac{e_i e_j}{2c^2 R_{ij}} \left[ v_i \cdot v_j + (v_i \cdot \hat{n}_{ij})(v_j \cdot \hat{n}_{ij}) \right],$$  \hfill (101)
as first derived by Darwin [27].

The part of this Hamiltonian/energy associated with electromagnetic interactions is

\[
U_{EM} = \frac{1}{2} \sum_{i \neq j} e_i e_j \frac{1}{R_{ij}} + \frac{1}{2} \sum_{i \neq j} e_i e_j \left[ \mathbf{v}_i \cdot \mathbf{v}_j + (\mathbf{v}_i \cdot \mathbf{n}_{ij})(\mathbf{v}_j \cdot \mathbf{n}_{ij}) \right]
\]

\[
= \frac{1}{2} \sum_i e_i \left( V^{(C)}(\mathbf{r}_i) + \frac{\mathbf{v}_i \cdot \mathbf{A}^{(C)}(\mathbf{r}_i)}{c} \right),
\]

(102)

where

\[
V^{(C)}(\mathbf{r}_i) = \sum_{j \neq i} \frac{e_j}{R_{ij}}
\]

(103)

is the electric scalar potential at charge \( i \) due to other charges.\(^{10}\)

**C.1: Direct Calculation of the Interaction Electromagnetic Energy in the Darwin Approximation**

The interaction electromagnetic energy associated with a set \( \{ i \} \) of charges \( e_i \) can be written

\[
U_{EM} = \sum_{i > j} \left( \frac{\mathbf{E}_i \cdot \mathbf{E}_j + \mathbf{B}_i \cdot \mathbf{B}_j}{4\pi} \right) dV_{\text{ol}}.
\]

(105)

The electric and magnetic fields of a charge \( e \) at distance \( R \) from an observer follow in the Darwin approximation from the potentials (99),

\[
\mathbf{E} = -\nabla V^{(C)} - \frac{\partial \mathbf{A}^{(C)}}{\partial ct} = \frac{e}{R^2} \hat{n} - \frac{e}{2c^2 R} \left[ \mathbf{a} + (\mathbf{a} \cdot \hat{n})\hat{n} + \frac{3(\mathbf{v} \cdot \hat{n})^2 - v^2}{R} \right] \hat{n}
\]

\[\equiv \mathbf{E}^{(C)} + \mathbf{E}_{\text{rot}},\]

\[\mathbf{B} = \nabla \times \mathbf{A}^{(C)} = \frac{e\mathbf{v} \times \hat{n}}{cR^2},\]

(106)

(107)

where \( \mathbf{a} = d\mathbf{v}/dt \) is the (present) acceleration of the charge,\(^{11}\) and

\[
\mathbf{E}^{(C)} = \frac{e}{R^2} \hat{n}, \quad \mathbf{E}_{\text{rot}} = -\frac{e}{2c^2 R} \left[ \mathbf{a} + (\mathbf{a} \cdot \hat{n})\hat{n} + \frac{3(\mathbf{v} \cdot \hat{n})^2 - v^2}{R} \right] \hat{n}.
\]

(108)

See [30] for applications of these relations to considerations of electromagnetic momentum rather than energy.

\(^{10}\)The integral form of eq. (102),

\[
U_{EM} = \frac{1}{2} \int \left( \rho V^{(C)} + \frac{\mathbf{J} \cdot \mathbf{A}^{(C)}}{c} \right) dV_{\text{ol}},
\]

(104)

shows the possibly surprising result that the electromagnetic energy in the Darwin approximation has the form of that for a system of quasistatic charge and current densities \( \rho \) and \( \mathbf{J} \) (which implies use of the Coulomb gauge; see, for example, sec. 5.16 of [28] or secs. 31 and 33 of [29]).

\(^{11}\)Sec. 65 of [26] shows that in the Darwin approximation the Liénard-Wiechert potentials (Lorenz gauge) reduce to \( V^{(L)} = e/R + (e/2c^2)\partial^2 R/\partial t^2 \) and \( \mathbf{A}^{(L)} = e\mathbf{v}/cR \), from which eqs. (102)-(104) also follow.
The potentials (96) are in the Coulomb gauge, so that $\nabla \cdot \mathbf{A}^{(C)} = 0$, and hence
\[
\nabla \cdot \mathbf{E}_\text{rot} = 0. \tag{109}
\]

The electric part of the energy (101) can be written
\[
U_E = \sum_{i>j} e_i e_j \int \frac{\hat{n}_i \cdot \hat{n}_j}{4\pi R_i^2 R_j^2} d\text{Vol} + \sum_{i>j} \int \left( \frac{e_i \hat{n}_i \cdot \mathbf{E}_j'}{4\pi R_i^2} + \frac{e_j \hat{n}_j \cdot \mathbf{E}_i'}{4\pi R_j^2} \right) d\text{Vol} + \mathcal{O}\left(\frac{1}{c^4}\right). \tag{110}
\]

It is well known (see, for example, the Appendix of [31]), that
\[
\int \frac{\hat{n}_i \cdot \hat{n}_j}{4\pi R_i^2 R_j^2} d\text{Vol} = \frac{1}{R_{ij}}. \tag{111}
\]

For the second integral in eq. (106), we integrate by parts to find
\[
\int \frac{\hat{n}_i \cdot \mathbf{E}_\text{rot},j}{R_i^2} d\text{Vol} = - \int \mathbf{E}_\text{rot},j \cdot \nabla \left( \frac{1}{R_i} \right) d\text{Vol} = \int \frac{1}{R_i} \nabla \cdot \mathbf{E}_\text{rot},j d\text{Vol} = 0. \tag{113}
\]

Thus, the electric part of the interaction energy is
\[
U_E = \sum_{i>j} \frac{e_i e_j}{R_{ij}}, \tag{114}
\]

which holds for charges of any velocity when we work in the Coulomb gauge.

The magnetic part of the energy (101) is
\[
U_M = \sum_{i>j} \int \frac{\mathbf{B}_i \cdot \mathbf{B}_j}{4\pi} d\text{Vol} = \sum_{i>j} \int \frac{\mathbf{B}_i \cdot \nabla \times \mathbf{A}_{j}^{(C)}}{4\pi} d\text{Vol} = \sum_{i>j} \int \frac{\mathbf{A}_{j}^{(C)} \cdot \nabla \times \mathbf{B}_i}{4\pi} d\text{Vol}
\]
\[
= \sum_{i>j} \frac{e_i v_i \cdot \mathbf{A}_{j}^{(C)}(\mathbf{r}_i)}{c} = \sum_{i>j} \frac{e_i e_j}{2c^2 R_{ij}} \left[ v_i \cdot v_j + (\mathbf{v}_i \cdot \hat{n}_j)(\mathbf{v}_j \cdot \hat{n}_j) \right], \tag{115}
\]

where we note that $\mathbf{B} \cdot \nabla \times \mathbf{A} = \epsilon_{lmn} B_l \partial A_n / \partial x_m$, so that integration by parts leads to $-\epsilon_{lmn} A_n \partial B_l / \partial x_m = \epsilon_{nm} A_n \partial B_l / \partial x_m = \mathbf{A} \cdot \nabla \times \mathbf{B}$ (and not to $-\mathbf{A} \cdot \nabla \times \mathbf{B}$), and that
\[
\nabla \times \mathbf{B}_i = \frac{4\pi}{c} \mathbf{J}_i + \frac{\partial \mathbf{E}_i}{\partial ct} = \frac{4\pi e_i v_i}{c} \delta(\mathbf{r} - \mathbf{r}_i) - \nabla \frac{\partial V_{i}^{(C)}}{\partial ct} - \frac{\partial^2 \mathbf{A}_{i}^{(C)}}{\partial (ct)^2}. \tag{117}
\]

Thus, we again find the interaction electromagnetic energy $U_{EM} = U_E + U_M$ to be given by eq. (99).

\[\text{\footnotesize\(^{12}\)The surface integral resulting from the integration by parts in eq. (113) vanishes as follows:}
\]
\[
\int \frac{\mathbf{E}_\text{rot},j}{R_i} \cdot d\text{Area} = - \int \frac{(\mathbf{a}_j + (\mathbf{a}_j \cdot \hat{n}) \hat{n})}{2c^2 R_i R_j} \cdot d\text{Area} + \int \frac{(\cdots)}{R_i R_j^2} \cdot d\text{Area} \rightarrow - \int \frac{\mathbf{a}_j}{c^2} \cdot \hat{n} d\Omega = 0. \tag{112}
\]

\[\text{\footnotesize\(^{13}\)In greater detail, the integrand } \mathbf{A}_j \cdot \nabla \times \mathbf{B}_i \text{ includes the term } \mathbf{A}_j \cdot \partial^2 \mathbf{A}_{i}/\partial (ct)^2 \text{ which is of order } 1/c^4, \]

while the integral of the term $\mathbf{A}_j \cdot \nabla \delta \phi_i / \partial ct$ vanishes according to
\[
- \int \mathbf{A}_j \cdot \nabla \frac{\partial \phi_i}{\partial ct} d\text{Vol} = - \int \frac{\partial \phi_i}{\partial ct} \mathbf{A}_j \cdot d\text{Area} + \int \frac{\partial \phi_i}{\partial ct} \nabla \cdot \mathbf{A}_j d\text{Vol} = \int \frac{v_i \cdot \hat{n}_i}{c R_i^2} \mathbf{A}_j \cdot d\text{Area} \rightarrow 0. \tag{116}
\]
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