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Why High Energy?

Our topic is the nature of the universe on a very small scale.

What is the behavior we observe when looking thru the most powerful microscopes?

Our topic would seem to be the opposite extreme from cosmology - the nature of the universe on a very large scale. In neither extreme is the universe much like our everyday world, contrary to speculations by such people as Pascal who invoke the 'anthropic principle'.

Why then is the title of the course 'High Energy Physics'?

In the pursuit of the small we find we must think big. This was already understood by Rutherford - the father of sub-atomic physics.

When we try to observe phenomena on a very small scale, what technique can we use? There are no rulers to measure distances or springs to measure forces which are small enough. We must have some aspect of our measuring apparatus - a probe - which is smaller than the object to be studied. Also we must have some means of bringing the probe near the object.

Basically the only technique available is to throw one small object at another, and try to pick up the pieces produced if they collide.

Feynman: "Trying to learn about elementary particle physics is like trying to learn how to write a symphony by throwing a piano off a ten-story building."

Around 1900 radioactive sources became available, which ejected particles with energies of 1 million electron volts - quite large at the time. The "X-rays" and "β-rays" emitted by these sources are charged particles. The "γ-rays" are photons.

Suppose a particle of charge q has initial kinetic energy E, and is incident on a target particle of charge Q initially at rest.

At closest approach, say distance r, the electrostatic potential energy is

\[ \frac{q \cdot Q}{r} \]

Thus \[ E = \frac{q \cdot Q}{r} + \text{K.E. at closest approach} \]
AT BEST, IC.E CLOSEST = 0, FOR A HEAD-ON COLLISION WITH A HEAVY TARGET.

\[ Y = \frac{E}{E} \frac{2}{1} \]

To probe small distances we need high energy.

Why not just 'look' at the target using light, and avoid the problem of Coulomb repulsion? This is fine, but we cannot learn much about the target unless the wavelength of the light is smaller than the target.

We need

\[ x < Y \]

But

\[ E_{\text{photon}} = h \nu = \frac{hc}{\lambda} \]

Thanks to Einstein.

So we can only probe sizes

\[ Y \geq \frac{h}{\lambda} \]

with a photon of energy \( E \). Again \( Y \approx \frac{1}{E} \).

It is amusing to compare magnitudes related to our two methods.

**Memorable fact:**

\[ \frac{hc}{\lambda} = 197 \text{ MeV Fm} \] (or, \[ \frac{hc}{\lambda} = 1234 \text{ MeV Fm} \])

1 MeV = 1 million electron volts = \( 1.6 \times 10^{-13} \) joule

1 Fm = \( 10^{-15} \) m = \( 10^{-13} \) cm.

Thus using light, we can probe

\[ Y \geq \frac{1200}{E} \]

with \( Y \) measured in fermis, and \( E \) in MeV.

Returning to the charged particle probe, suppose we probe one proton with another, then \( q = Q = 2 = 1.6 \times 10^{-19} \) Coulomb

\[ Y \geq \frac{e^2}{\lambda E} = \left( \frac{e^2}{\lambda hc} \right) \frac{hc}{E} \]

**Memorable fact:**

\[ \frac{e^2}{\lambda hc} = \frac{1}{137} \quad \exists \kappa = \text{fine structure constant} \]

\( (\kappa \text{ is dimensionless}). \)

So it would appear that a proton of \( 1 \text{ MeV} \) is \( 137 \) times better as a probe than a photon of \( 1 \text{ MeV} \).

But there is more to quantum mechanics than \( E = h \nu \).


De Broglie tells us that there is a wavelength associated with the proton: \( \lambda = \frac{\hbar}{p} \) (\( p \) = momentun).

We then expect we can only probe distances \( r > \lambda \) or \( r > \frac{\hbar}{p} \).

Recall the relativistic relation \( E^2 = (pc)^2 + (mc^2)^2 \). So for a very high energy proton, \( E \approx pc \) (if \( E \gg mc^2 \)) and we can probe \( r > \frac{\hbar c}{E} \), as with a photon.

But a proton of 1 MeV kinetic energy, \( E \), has \( E \ll mc^2 \), so \( E = p^2/2m \) or \( p = \sqrt{2mE} \). Hence we can probe

\[
\frac{\hbar}{12m \sqrt{2mE}} = \frac{\hbar c}{\sqrt{2mE^2}}
\]

Memorable fact: for a proton \( m c^2 = 938 \text{ MeV} \)

So \( r > \frac{1200}{45 \sqrt{E}} \) fermis

A 1 MeV proton is still a better probe than a 1 MeV photon, but not by as much as Rutherford originally thought.

The quantum mechanical limitation may also be thought of in terms of Heisenberg’s uncertainty relation

\[ \Delta x \Delta p \geq \hbar \]

As a result of our probing, we can expect a maximum change, \( \Delta p \), in the probe momentum which is of the same order as \( p \) itself. Then

\[ \Delta x \geq \frac{\hbar}{p} \]

Is the limit of position information we can obtain using a probe of momentum \( p \). This is the same conclusion as obtained via de Broglie’s argument.

To repeat: the observation of small distances requires high energy.
Our main conclusion leads us to several remarks.

1. **Cosmology**. The very highest energies occurred in the Big Bang. As we increase our understanding of high energy (small distance) processes, we also approach an understanding of what went on during the Big Bang. This may turn out to be the most profound "application" of high-energy physics. The entire universe was quite small at early times, so it is not so surprising that we can recreate our small-distance studies to cosmology after all.

2. **Nuclear Physics**. The characteristic size of the nucleus is 1 fermi, and a typical energy of a nuclear process is 1 MeV. So with

\[ \frac{\text{P}}{\text{E}} \approx 3 \times 10 \text{ fermi} \]

we see that we cannot learn much about nuclear forces unless we go to energies significantly higher than 1 MeV. As such we may anticipate that nuclear physics will always be a sort of 'chemistry' - a complicated application of a process which is simple only on a smaller scale.

Fermi: "The high energy limit is the 'hydrogen atom' of the nuclear interaction."

That remark proved quite prophetic as our present understanding of the nuclear force is that it obeys 'asymptotic freedom' - it gets weaker (and simpler to understand) as the interaction energy increases.

3. **Einstein**. He told us \( E = mc^2 \). As we raise the energy of our probe in the quest for simplicity, something complicated may happen. Some of the energy may be converted into matter which wasn't there originally; new particles may be created.

Weisskopf: "Boiling the Vacuum"

Before understanding proton-proton scattering we will encounter many new particles with many new properties. Knitting all the complexity we will find into a unified tapestry is indeed a grand enterprise of the human intellect, and has a special goal of Einstein. In recent years giant steps have been made in the quest for unification of our view of the very small. In this course we will try to give a survey of the vast riches of phenomena in the micro-world, and to give a sense of the theories which unify our thinking about these diverse phenomena."
4. Momentum Space. Although our goal is knowledge of the nature of tiny things, we must deal with large energies and momenta. We cannot directly measure distances of $10^{-13}$ cm with person-sized equipment, but we can measure, say, that a single proton has 10 GeV energy with such equipment.

This fact of technical life has its analogue in our theoretical description of the very small. It is typically easier to describe a micro-process in momentum space than in coordinate space. The simple states are not those of particles with fixed positions, but those of fixed momentum and energy (plane waves).

Rather than deal with some spatial property $\tilde{f}(\vec{x})$, we will typically deal with its Fourier transform in momentum space

$$\tilde{F}(\vec{p}) = \int e^{i \vec{p} \cdot \vec{x}} \tilde{f}(\vec{x}) \, d^3 \vec{x} \quad \text{etc.}$$

Thus the need for high energy has the consequence of putting our knowledge of the small at one remove (Fourier transform) from the form we might have expected from classical considerations.

5. High-Energy Technology (Perkins Sec 2.2.)

The production of 'beams' of high-energy charged particles involves manipulation by macroscopic electric and magnetic fields. Later we may give examples of how neutral particle beams can also be produced.

The strongest practical electric field, obtained inside a radio-frequency (RF) cavity, is about

$$10^7 \text{ Volts/meter} \quad (\text{M.K.S. units})$$

The strongest practical magnetic field (obtained inside a superconducting magnet) is about

$$2 \text{ Tesla} \quad (= 20,000 \text{ Gauss})$$

The Lorentz force is

$$\vec{F} = q (\vec{E} + \vec{v} \times \vec{B}) \quad (\text{M.K.S.})$$

In high-energy physics $v \approx c$ almost always

so $F/q |_{\text{max}} \approx 10^7$ (M.K.S.) using electric fields

and $\approx 3 \times 10^8, 2 \approx 6 \times 10^8$ using magnetic fields
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When we desire to steer the path of a relativistic charged particle we will primarily use magnetic fields.

However, a magnetic field cannot change the energy of a particle: \[
\frac{dU}{dt} = F \cdot \tau = q \mathbf{E} \cdot \mathbf{v}
\]

To produce a high-energy particle we must continue to use the relatively weaker electric field.

For example, to give an electron 20 GeV of energy we could pass it down a column of radio frequency cavities, all with proper phasing of the E-M waves inside.

\[
\text{Electron} \quad \text{[E]} \quad \text{[E]} \quad \text{[E]} \quad \text{[E]} \quad \text{[E]}
\]

[We only get acceleration if \(\mathbf{E} \cdot \mathbf{v} \neq 0\), so TEM waves are useless!]

With energy gain of 10 MeV/meter, we need 2000 meters \(\approx 1\) mile of cavities. Hence the basic parameters of the 2 mile Stanford Linear Accelerator (SLAC).

In the early days of high energy physics a field strength of \(10^7\) volts/meter was still a dream. Only a few hundred kV/meter could be achieved in the 1920's. This led to the innovation by Lawrence (1932) of the cyclotron, in which the same electric field could be used over and over again. A magnetic field bends the particles in a circle, so they come back and 'recycle' the electric field:

\[
\text{Lawrence's insight: For motion in a circle due to } \mathbf{E}, \quad \frac{\mu v^2}{y} = q \mathbf{E} \cdot \mathbf{v}
\]

so \(v = \frac{\mu y}{q} \approx \frac{2 B}{\mu} \) which is independent of the energy \(\frac{1}{2} \mu v^2\)

Hence the electric field need not be static, but can be inside a r.f. cavity of frequency \(\omega\), which is much easier, technically, at high field strengths.

Of course, the radius of the particle's path increases with energy, so the path is a spiral.

\[
\text{To reach high energies the magnet must be quite large. The 184" cyclotron weighs 4000 tons.}
\]
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Lawrence's insight applies only to non-relativistic particles. As \( v \to c \) we can still invoke the general form of Newton's law:

\[
\mathbf{F} = \frac{d\mathbf{p}}{dt} = e\mathbf{v} \times \mathbf{B} = \frac{e}{m} \mathbf{p} \times \mathbf{B}
\]

where \( m = \gamma m_0 = \frac{m_0}{\sqrt{1 - v^2/c^2}} \).

We recognize this as uniform precession (r= motion in a circle) with frequency

\[
\omega = \frac{eB}{\gamma m_0} = \frac{eBC^2}{E} \quad \text{with} \quad E = \gamma m_0 c^2 = \sqrt{p^2 c^4 + m_0^2 c^4}
\]

Cyclotrons have never been made to work for kinetic energies beyond \( \sim 700 \text{ MeV} \) \( \Rightarrow \gamma \approx 1.8 \) for a proton.

Side Remark: If a particle crosses a limited region of magnetic field its momentum is changed by

\[
d\mathbf{p} = e\mathbf{v}B\,dl = e\mathbf{v}B\,dl = eB\,dl
\]

in a direction transverse to its initial motion. This leads to the jargon of describing the strength of a magnet by

\[
\text{Kick} = \Delta p = e \int \mathbf{B} \, dl
\]

The common unit for kick is \( \frac{\text{MeV}}{c} \) (a momentum!)

\[
\frac{2 \times 10^9}{3 \times 10^8} = \frac{e}{300} \quad \text{(MKS)}
\]

Thus

\[
\Delta p \left( \frac{\text{MeV}}{c} \right) = 300 \int \mathbf{B} \, dl \quad \text{in Tesla-meters}
\]

In 1945, McMillan, and also Veksler, proposed the synchrotron, in which a short linear accelerator is joined onto a doughnut of magnets. In this scheme the radius of the particles' orbit remains constant, so that only a relatively small volume of magnetic field is needed.

From above,

\[
y = \frac{v}{c} = \frac{\gamma m_0 v}{eB} = \frac{p}{eB}
\]

To keep \( y \) constant \( B \) must rise with momentum \( p \).

Suppose we desire \( p = 400 \text{ GeV}/c \) with 2 Tesla magnets.

Then

\[
y = \frac{4 \times 10^{-11} e}{3 \times 10^{-8}} \frac{1}{c^2} \approx 700 \text{ meters} \quad C \quad \text{or} \quad y \approx 2 \text{ miles}
\]

which are the parameters of Fermilab.
The task of confining the particles to a 1 m tube in a manner which is stable against various perturbations is one of the largest scale applications of classical mechanics to a present day system. In the alternating gradient synchrotron, proposed by Courant et al. (1952) the beam is kept stable somewhat in the manner of a rapidly vibrating inverted pendulum.

In high-energy collisions it is not really the laboratory energy of the probe = beam particle which matters, but rather the center of mass energy of the beam + target system.

Suppose the beam particle is highly relativistic so that \( E_{\text{beam}} \approx pc \), and its energy-momentum 4-vector is \( (pc, \vec{p}c) \). The target particle's 4-vector is \( (mc^2, \vec{0}) \). So the total energy 4-vector is \( (pc + mc^2, \vec{p}c) \).

The square of this is just the square of the center of mass energy:

\[
E_{\text{cm}} = \sqrt{z(m^2)(pc)^2 + (mc^2)^2} = \sqrt{z(m^2)} E_{\text{beam}}
\]

On \( E_{\text{cm}} \approx \sqrt{2m^2} E_{\text{beam}} \)

Hence the 'useful' energy \( E_{\text{cm}} \) rises only as the square root of the laboratory energy \( E \), in the high-energy limit.

This wasteful situation could be avoided if the laboratory and center of mass frames are the same. \( E \rightarrow E_{\text{cm}} = 2E \)

This might be arranged by colliding two linear accelerators head-on, or by having 2 concentric circular accelerators (= storage rings) (Kerst, O'Neill 1956). If the two colliding particles are the anti-particles of each other, then only 1 ring is needed.

Some of the greatest successes in recent years have come from \( e^+e^- \) and \( p\bar{p} \) storage rings.

On the following page we show a 'Livingston' plot indicating how the effective laboratory energy of particle accelerators has grown exponentially with time.
The growth of accelerator beam energies with time. For colliding-beam proton storage rings, finished, unfinished or recently abandoned, the points indicate the "equivalent" beam energy a fixed-target machine would require to achieve the same center-of-mass collision energy. Electron-positron storage rings cannot be included here in this way; the small "target" mass pushes these points way off the scale.

**Units**

We have already expressed energies in electron-volts, reminding us of how we produce that energy.

Lengths will often be measured in fermis $= 10^{-13}$ cm

Areas of cross-sections are often measured in barns

$1 \text{ barn} = 10^{-24}$ cm$^2$ ($\neq 1$ fermi$^2$)

A barn is really too big. We will also use

$\mu b = \text{ microbarn} = 10^{-27}$ cm$^2$

$\mu b = \text{ microbarn}$

$\mu b = \text{ nanobarn}$

$p b = \text{ picobarn}$

$p b = \text{ femtobarn} = 10^{-15}$ barn $= 10^{-39}$ cm$^2$
WE WILL ALSO OFTEN USE THE THEORISTS’ UNITS IN WHICH \( c = 3 \times 10^8 \) m/s.

In doing this we can keep the size of one unit (i.e., time) unaltered, while altering the other two (i.e., lengths and masses).

But as this is a course in high-energy physics, we most commonly choose to emphasize the energy scale, using the MeV (or sometimes GeV) as the basic unit.

\[ \text{KeV} = 10^3 \text{eV}, \quad \text{MeV} = 10^6 \text{eV}, \quad \text{GeV} = 10^9 \text{eV}, \quad \text{TeV} = 10^{12} \text{eV} \]

Then a length and time can be related to the energy scale as follows:

\[ l = \frac{\hbar}{\kappa} = \frac{1.05 \times 10^{-34}}{1.6 \times 10^{-13}} = 6.6 \times 10^{-22} \text{ MeV sec} \]

so \[ 1 \text{ sec} = \frac{1}{6.6 \times 10^{-22} \text{ MeV}} \]

\[ \text{Time} = \frac{1}{\text{Energy}} \]

Also \[ l = \frac{\hbar c}{\kappa} = 6.6 \times 10^{-22} \text{ MeV sec} \times 3 \times 10^8 \text{ m/Sec} \times \frac{1 \text{ Fermi}}{10^{-15} \text{ m}} = 197 \text{ MeV} = 1 \text{ Fermi} \]

so \[ 1 \text{ Fermi} = \frac{1}{197 \text{ MeV}} \]

\[ \text{Length} = \frac{1}{\text{Energy}} \]

Of course mass = energy since \( c^2 \ll 1 \) in \( E = mc^2 \)

We illustrate the use of these relations by commenting on two important concepts: mean life and cross section.

**Mean Life**

An unstable particle decays with mean life \( \frac{1}{\tau} \), according to

\[ N = N_0 e^{-t/\tau} \]

\( N \) = number of particles remaining

For example, the \( \frac{1}{4} \) particle has mean life \( \tau = 10^{-20} \) sec.

In energy units, \[ \tau = \frac{10^{-20}}{6.6 \times 10^{-12} \text{ MeV}} = \frac{1}{0.066 \text{ MeV}} = \frac{1}{66 \text{ KeV}} \]

We will more often refer to the width of an unstable particle

\[ \Gamma = \frac{\hbar}{\kappa} \rightarrow \frac{1}{\tau} \text{ in our units.} \]

Thus \[ \Gamma_{\frac{1}{4}} = 66 \text{ KeV} \]

What is \( \Gamma \) the width of \( Z \)?
An unstable particle is not an energy eigenstate, which must last forever in principle. Heisenberg tells us:

\[ \Delta E \Delta t \geq \hbar \]

in some sense.

At best, \( \Delta E = \frac{\hbar}{\Delta t} = \frac{\hbar}{\gamma} = \Gamma \) for an unstable particle.

Thus \( \Gamma \) is the spread of energy, or mass, of the particle due to its finite life. (If you eat junk food, you shorten your life while increasing your mass?)

That is, if we measure the masses of several unstable particles of the same type, we won't always get the same answer, but values spread over a range \( \Gamma \).

Some details: If \( N = N_0 e^{-\frac{E_0 t}{\hbar}} = N_0 e^{-\frac{\Gamma t}{2\hbar}} \), we might expect.

The wave function of the particle to be

\[ \psi(t) = \psi_0 e^{-\frac{E_0 t}{\hbar}} e^{-\frac{\Gamma t}{2\hbar}} \quad [\text{Sometimes we say} \quad \epsilon = E_0 - i \frac{\Gamma}{2}] \]

which applies only for \( E > 0 \), \( t \geq 0 \) - moment of creation of the unstable particle - which would not be around now if it existed at \( t = -\infty \).

Suppose we write this in terms of energy eigenstates:

\[ \psi(t) = \int dE \, f(E) \, e^{-\frac{iE t}{\hbar}} \quad (E \text{ real}) \]

Then

\[ f(E) \approx \int dt \, \psi(t) \, e^{\frac{iE t}{\hbar}} = \int_0^\infty dt \, e^{\frac{iE t}{\hbar}} \left( E-E_0 + i \frac{\Gamma}{2} \right) \]

\[ P(E) = |f(E)|^2 \approx \frac{1}{(E-E_0)^2 + \frac{\Gamma^2}{4}} \]

The shape of this probability distribution is called a Breit-Wigner resonance curve.

We must try to answer Wigner's question: A resonance of what?
CROSS-SECTIONS

It is customary to summarize the results of a scatterer experiment in terms of the cross section, which was dimensions of area. In our units, length $\sim \frac{1}{\text{energy}}$.

So, \[ \sigma \approx \frac{1}{E_{\text{cm}}^2} \]

For example, a very basic process is the annihilation of an electron by a positron, resulting in the production of a particle-antiparticle pair of $\mu$ mesons:

\[ e^+ e^- \rightarrow \mu^+ \mu^- \]

At very high energies, such that $E_{\text{cm}} > ME_\mu$ or $W_\mu$

to only relevant energy in this process is the c.m. frame energy.

So, \[ \sigma \approx \frac{1}{E_{\text{cm}}^2} \]

We will later show that $\sigma \approx \frac{4\pi \hbar^2}{3 E_{\text{cm}}^2}$

where $\hbar = \frac{1}{4\pi}$ is the fine-structure constant.

Suppose we measure $E$ in $\text{GeV}$ and want to convert $\sigma$ back into $\text{cm}^2$. Our basic fact is $1 = 197 \text{MeV} \text{femtobarn} = 197 \text{MeV} \text{f}$.\[ E_{\text{cm}} = \frac{197 \text{MeV}}{E^2} \]

So, \[ \sigma \approx \frac{4}{(127)^2} \left( \frac{197 \text{MeV}}{E} \right)^2 = \frac{88 \hbar^2}{E^2} = 8.9 \times 10^{-32} \text{ cm}^2 \]

We remind you of how cross sections are related to the number of scattered particles in an experiment.

\[ N_{\text{scattered}} = N_B \cdot \frac{\text{Total cross section of all particles swept by the beam}}{\text{Area of beam}} \]

\[ = \frac{N_B}{A} \cdot \sigma \cdot \rho T A = (N_B \rho T) \sigma \]

Note how the beam area divides out (so long as all the beam hits the target). Hence this relation holds even if the beam is not uniform over area $A$, as is typical.
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The quantity \( N \rho \rho T \) is sometimes called the luminosity \( \mathcal{L} \), and has units \( 1/(cm^2 \text{ sec}) \), where here \( N \rho = \# \text{ of beam particles/sec} \).

In a colliding beam experiment, we have two beams, \( N_1 \) and \( N_2 \) each of area \( A \), which cross \( f \) times/sec

\[
\begin{array}{c}
N_1 \quad \text{Area} \quad A \quad \text{Cross Section} \quad N_2
\end{array}
\]

By the definition of the cross section,

\[ N_{\text{scatt}} = \frac{f \cdot N_1 \cdot N_2}{A} \quad (\text{= \# of scatters/sec}) \]

\( \mathcal{L} = \text{luminosity of colliding beams} \)

**Reaction Rates**

We shall occasionally sketch calculations of lifetimes and cross sections. Basically these calculations are applications of Fermi's Golden Rule

\[ \text{Rate} = |M|^2 \rho \]

\( M = \text{reaction matrix element} \)

\( \rho = \text{suitably normalized density of final states} \)

For unstable particles, decay rate \( = \frac{1}{\tau} = \Gamma \)

In the case of scattering a single beam particle off a single target particle,

\[ \text{Rate} = \sigma \cdot \nu_{\text{relative}} \quad (\text{= \# of scatters/sec/unit volume}) \]

Assuming a normalization of 1 beam particle and 1 target particle per unit volume. Then \( \nu_{\text{relative}} \) measures the volume swept over in 1 second.

**Conventions**

We will try to follow the conventions summarized on the following page. Some of these differ from those of Perkins.
NOTATIONAL CONVENTIONS

Our notation generally follows that of Bjorken & Drell: 'Relativistic Quantum Mechanics' (McGraw Hill, 1964). We use natural units: \( h = c = 1 \).

The metric tensor is

\[
g_{\mu \nu} = g^{\mu \nu} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}
\]

Space-time points are denoted by the contravariant four-vector \( x^\mu (\mu = 0, 1, 2, 3) \)

\[
x^\mu = (t, x) = (t, x, y, z),
\]

and the four-momentum vector for a particle of mass \( m \) is

\[
p^\mu = (E, p) = (E, p_x, p_y, p_z),
\]

where

\[
E = \sqrt{p^2 + m^2}.
\]

Using (1), the scalar product of two four-vectors, \( A, B \), is defined as

\[
A \cdot B = A_{\mu} B^\mu = g_{\mu \nu} A^\mu B^\nu = A^0 B^0 - A \cdot B.
\]

The \( \gamma \) matrices for spin half particles satisfy

\[
\gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu \nu}
\]

and we use a representation in which

\[
\gamma^0 = \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^j = \begin{pmatrix} 0 & \sigma_j \\ -\sigma_j & 0 \end{pmatrix}, \quad j = 1, 2, 3,
\]

where \( \sigma_j \) are the usual Pauli matrices. We define

\[
\gamma^5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

In this representation one has for the transpose \( T \) of the \( \gamma \) matrices:

\[
\gamma^T = \gamma^j \quad \text{for } j = 0, 2, 5,
\]

but

\[
\gamma^T = -\gamma^j \quad \text{for } j = 1, 3.
\]

For the Hermitian conjugates\(^\dagger \) one has

\[
\gamma'^T = \gamma^0, \quad \gamma^5' = \gamma^5,
\]

but

\[
\gamma'^T = -\gamma^j \quad \text{for } j = 1, 2, 3.
\]

The combination

\[
\sigma^{\mu \nu} \equiv \frac{i}{2} [\gamma^\mu, \gamma^\nu]
\]

is often used.

The scalar product of the \( \gamma \) matrices and any four-vector \( A \) is defined as

\[
\mathcal{A} = \gamma^\mu A^\mu = \gamma^0 A^0 - \gamma^i A^i - \gamma^2 A^2 - \gamma^3 A^3.
\]

The particle spinors \( u \) and the anti-particle spinors \( \bar{u} \), which satisfy the Dirac equations

\[
\begin{align*}
(p - m)u(p) &= 0, \\
(p + m)\bar{u}(p) &= 0,
\end{align*}
\]

respectively, are related by

\[
\bar{u} = i\gamma^0 u^*,
\]

\[
\bar{v} = -iu^T \gamma^\nu \gamma^\sigma v,
\]

where \( \bar{v} \equiv u^\nu \gamma^\sigma \) (similarly \( \bar{u} \equiv u^\nu \gamma^\sigma \)).

Note that our spinor normalization differs from Bjorken and Drell. We utilize

\[
u \bar{u} = 2E, \quad v \bar{v} = 2E,
\]

the point being that (15) can be used equally well for massive fermions and for neutrinos. For a massive fermion or anti-fermion (15) implies

\[
\bar{u}u = 2m, \quad \bar{v}v = -2m.
\]

With this normalization the cross-section formula (B.1) of Appendix B in Bjorken & Drell (1964) holds for both mesons and fermions, massive or massless.

For further details and properties of the \( \gamma \) matrices see Appendix A of Bjorken & Drell (1964).