OTHER KINDS OF FORCE FIELDS

We make a digression as to whether the success of the field concept may be extended to other kinds of force laws besides that of electricity and magnetism.

Can gravity be described by a vector field?

The field concept replaces action-at-a-distance by action on the immediate surroundings which is then propagated throughout space, as described by a set of differential equations. The rate of propagation is finite—the speed of light. The continuous field concept seems a philosophical as well as a technical advance over the idea of action at a distance.

The gravitational force law is very similar to that of electrostatics. Can we apply the field concept to gravity as well? This question was considered by Maxwell in his great paper of 1864 in which his equations were given. The section on gravity is reproduced below. We paraphrase his argument as follows:

The main difference in the force law of gravitation and electricity is that the gravitational force between like objects is attractive, while the electrostatic force is repulsive:

$$ F_{\text{gravity on 1}} = -\frac{G m_1 m_2}{r_{12}^2} \hat{r}_{12} \quad (r_{12} = \vec{r}_1 - \vec{r}_2) $$

Suppose we define the gravitational field as $\vec{g}$

according to $\vec{g}_{\text{on 1}} = -\frac{G m_2}{r_{12}^2} \hat{r}_{12}$, so that $F_{\text{on 1}} = m_1 \vec{g}$

The 'Maxwell equations' for this static field are clearly

$$ \nabla \times \vec{g} = 0 \quad \text{and} \quad \nabla \cdot \vec{g} = -4\pi G \rho $$

where $\rho = \text{mass density}$

Here we can derive $\vec{g}$ from a potential: $\vec{g} = -\nabla \phi$ with $\phi = -G \int \frac{\rho}{r} d\mathbf{r}$

The trouble comes when we try to ascribe an independent physical reality to the field $\vec{g}$ such as an associated energy density. In assembling a configuration of masses we stored up 'field energy'.

$$ U = \frac{1}{2} \int \rho \phi d\mathbf{v} = -\frac{1}{8\pi G} \int (\nabla \cdot \vec{g}) \phi d\mathbf{v} = \frac{1}{8\pi G} \int \vec{g} \cdot \nabla \phi d\mathbf{v} + \text{surface integral} $$

$$ = -\frac{1}{8\pi G} \int g^2 d\mathbf{v} < 0 \text{ always} $$
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can show that electrified bodies in a dielectric medium will act on one another with forces obeying the same laws as are established by experiment.

The energy, by the expenditure of which electrical attractions and repulsions are produced, we suppose to be stored up in the dielectric medium which surrounds the electrified bodies, and not on the surface of those bodies themselves, which on our theory are merely the bounding surfaces of the air or other dielectric in which the true springs of action are to be sought.

Note on the Attraction of Gravitation.

(82) After tracing to the action of the surrounding medium both the magnetic and the electric attractions and repulsions, and finding them to depend on the inverse square of the distance, we are naturally led to inquire whether the attraction of gravitation, which follows the same law of the distance, is not also traceable to the action of a surrounding medium.

Gravitation differs from magnetism and electricity in this; that the bodies concerned are all of the same kind, instead of being of opposite signs, like magnetic poles and electrified bodies, and that the force between these bodies is an attraction and not a repulsion, as is the case between like electric and magnetic bodies.

The lines of gravitating force near two dense bodies are exactly of the same form as the lines of magnetic force near two poles of the same name; but whereas the poles are repelled, the bodies are attracted. Let \( R \) be the intrinsic energy of the field surrounding two gravitating bodies \( M_1, M_2 \), and let \( E \) be the intrinsic energy of the field surrounding two magnetic poles, \( m_1, m_2 \), equal in numerical value to \( M_1, M_2 \), and let \( X \) be the gravitating force acting during the displacement \( \delta x \), and \( X' \) the magnetic force,

\[
X \delta x = \delta E, \quad X' \delta x = \delta E';
\]

now \( X \) and \( X' \) are equal in numerical value, but of opposite signs; so that

\[
\delta E = - \delta E', \quad \therefore E = C - E'
\]

or

\[
E = C - \sum \frac{1}{8\pi} (a' + b' + c') \ dV
\]

where \( a, b, c \) are the components of magnetic intensity. If \( R \) be the resultant gravi-
But it doesn't make much physical sense that the field energy is always negative. For example, we would then conclude that gravity waves carry negative energy! Maxwell sketches a possible interpretation which is a precursor of the 'hole theory' of antimatter, but he remained dissatisfied. Perhaps gravity just cannot be described by vector fields...

In 1915 Einstein showed how gravity is well-described by a theory in which the potential of the field is a tensor. This is somewhat complicated. It turns out that Tuba has been another success in field theory involving a scalar potential.

It has often been noted that magnetism can largely be understood as the consequence of electrostatics plus special relativity (see, for example, chapter 3 of Principles of Electrodynamics by M. Schwartz). Similarly, static gravity plus special relativity implies phenomenon often called magnetic gravity (see, for example, D. Bedford and P. Krumm, Am. J. Phys. 53, 889, (1985); 55, 362 (1987); H. Kolbenstvedt, Am. J. Phys. 56, 523 (1988); E. G. Harris, Am. J. Phys. 59, 421 (1991)).


The static gravitational force on a mass $m$ due to a mass density $\rho$ can be written in close analogy to electrostatics as

$$F = mg,$$

where the static gravitational field $g$ obeys

$$\nabla \cdot g = -4\pi G \rho, \quad \nabla \times g = 0,$$

where $G$ is Newton's gravitational constant.

Heaviside argued that in analogy to the remaining Maxwell equations we should expect a gravitomagnetic field $h$ that obeys

$$\nabla \cdot h = 0, \quad \nabla \times h = -4\pi H \rho \nu,$$

where $\nu$ is the velocity of the mass that causes field $h$ and $H$ is a constant (that should be called Heaviside's constant) which characterizes the strength of the gravitomagnetic interaction. The force on mass $m$ is now

$$F = mg + mv \times h,$$

where $v$ is the velocity of mass $m$ in this expression, in analogy to the Lorentz force law (actually first written down by Heaviside in 1889).

If the constant $H$ (and also $G$) were larger there might have been an experimental measurement of its value. Then it would have been noted that

$$\sqrt{\frac{G}{H}} = c,$$

the speed of light!
In the preceding I have chosen different units for the field $\mathbf{h}$ than those recommended by Heaviside to emphasize how, if observed, $\nabla \times \mathbf{h}$ might have been interpreted initially as quite distinct from the field $\mathbf{g}$ and having nothing to do with the speed of light.

Lacking evidence of gravitomagnetostatic effects, Heaviside proceed by analogy to the full Maxwell equations and inferred the time-dependent equations of the gravitational field would be

$$\nabla \cdot \mathbf{g} = -4\pi G \rho, \quad \nabla \times \mathbf{g} = -\frac{\partial \mathbf{h}}{\partial t},$$

and

$$\nabla \cdot \mathbf{h} = 0, \quad \nabla \times \mathbf{h} = -4\pi H \rho v + \frac{H}{G} \frac{\partial \mathbf{g}}{\partial t}.$$

Heaviside then noted that there should be gravitational waves which propagate with velocity

$$v = \sqrt{\frac{G}{H}}.$$

As an example Heaviside considered that the propagation velocity might well be the speed of light. From this assumption the constant $H$ has the value $7.3 \times 10^{-28}$ m/kg.

Heaviside then noted that the gravitational field of the Sun, taken as moving relative to the 'ether' defined by the fixed stars, would be modified by terms in $(t_{\text{Sun}}/c)^2$ exactly as is the case for the field of a rapidly moving electric charge (which result he had been the first to derive correctly to all orders in $v/c$ in 1888). He then calculated the resulting precession of the Earth's orbit around the Sun and concluded this effect was small enough to have gone unnoticed thus far, and therefore offered no contradiction to the hypothesis that gravitational effects propagate at the speed of light.

Heaviside also considered the effect of the dipole gravitomagnetic field of the rotating Sun, finding the dipole moment to be $-HL/2$ where $L$ is the angular momentum of the Sun. However, the effect of this moment on the precession of a planet's orbit has the opposite sign to the observed effect, and is too small in magnitude by a factor $L_{\text{Sun}}/L_{\text{orbital, planet}}$. (Surprisingly, Heaviside seems to be unaware of the long history of measurements of the precession of Mercury's orbit.)

It appears that the first confrontation between experiment and new predictions of gravitational field theory occurred some 20 years before Einstein's celebrated work.

From Heaviside's habit of recording the date on which sections of his book first appeared as short articles in The Electrician magazine I infer that gravitation occupied his attention for only three weeks in 1893 and that he never returned to the subject.

Heaviside's work could be called a low-velocity, weak-field approximation to general relativity. This topic was revived in an interesting paper by R.L. Forward, General Relativity for the Experimentalist, that is perhaps insufficiently well-known due in part to its place of publication: Proceedings of the Institute for Radio Engineers 49, 892-904 (1961).

Additional discussions can be found in sec. III of Laboratory Experiments to Test Relativistic Gravity by V.B. Braginsky, C.M. Caves and K.S. Thorne, Phys. Rev. D 15, 2047 (1977) and in the article, Gravitomagnetism, Jets in Quasars and the Stanford Gyroscope Experiment by K.S. Thorne in Near Zero: New Frontiers of Physics, ed. by J.D. Fairbank et al. (W.H. Freeman, New York, 1988).

The precession of planetary orbits is not a good test of gravitomagnetism; that precession is due to corrections of order $v^2/c^2$ to the field $\mathbf{g}$ that are 'post-Maxwellian'. (The term 'post-Newtonian'
typically used in the literature is perhaps not sufficiently precise in this regard.). However, gravitomagnetism is a useful insight for understanding the precession of orbiting gyroscopes that will hopefully be observed in experiments now under construction.

**Nuclear Forces**

The atomic nucleus consists of protons ($q = +1$) and neutrons ($q = 0$). Electrically the nucleus is not stable and tries to blow itself apart. But in fact many nuclei are quite stable. Therefore, we postulate the existence of a strong force which overpowers the electrostatic repulsion and binds the nucleons ($=$ protons & neutrons) together.

In 1933 Wigner remarked that the energy needed to remove one nucleon from the nucleus is independent of the size of the nucleus. Hence, the nuclear force must be short range - only the immediate neighbors of a nucleon feel its nuclear force. The potential of such a force must die away much more quickly than $1/r$.

Empirically there is an attractive component to the nuclear force of characteristic length $10^{-13}$ cm. But there is also a repulsive component of characteristic length $0.2 \times 10^{-14}$ cm. The attractive force holds the nucleus together, while the 'repulsive core' keeps the nucleus from collapsing into a black hole?

In 1935 Yukawa made an attempt to relate the nuclear force to the field concept of E & M.

For E & M we have $\square \phi = 4\pi J$ as the equation relating the 4-vector potential to the charge-current sources.

We have studied two simple cases: 

- The static solution.
- The plane wave solution.
The static equation for the electric potential is
\[ \nabla^2 \phi = 4\pi \rho \]

If \( \rho \) is a point source, we expect spherical symmetry: \( \phi = \phi(r) \), and that \( \nabla^2 \phi = 0 \) outside the source.
\[ \therefore \frac{\nabla^2 \phi}{r^2} = 0 \Rightarrow r\phi = k \text{ or } \phi = \frac{k}{r} \]
of course \( k = q_0 = \text{charge of the source} \).

The plane wave solutions to the source-free equation \( \nabla^2 \phi = 0 \)
are \( \phi = \phi_0 e^{i(kz - \omega t)} \) etc.
Provided \( k^2 - \frac{\omega^2}{c^2} = 0 \) or \( k = \omega/c \).

Yukawa's suggestion was to modify the wave equation to be
\[ (\nabla^2 - \mu^2) \phi = 0 \]
in a source-free region,
where \( \mu \) is a constant (Lorentz invariant) whose significance we must investigate.

Yukawa also allowed the possibility that the potential might be a pure scalar potential \( \phi \) i.e. \( (\nabla^2 - \mu^2) \phi = 0 \).

If we also consider a possible tensor potential \( \phi_{\mu\nu} \), we may note a few features of general relativity as well!

Let's look for some solutions to \( (\nabla^2 - \mu^2) \phi = 0 \).

**Static case** \( (\nabla^2 - \mu^2) \phi = 0 \).

For a point source we again expect spherical symmetry: \( \phi = \phi(r) \).
\[ \therefore \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi}{\partial r} \right) = \mu^2 \phi \text{ or } \frac{\partial^2 \phi}{\partial r^2} = \mu^2 (r \phi) \]

so \( r \phi = k e^{r \mu} \).
Only minus solution makes sense for a force which vanishes as \( r \to \infty \).

Then \( \phi = k \frac{e^{-\mu r}}{r} \) which is a short range potential with characteristic length \( \frac{1}{\mu} \).
For the attractive nuclear force, $K < 0$ and $\mu \approx 10^{13} \text{cm}^{-1}$
For the repulsive force, $K > 0$ and $\mu \approx 5 \times 10^{13} \text{cm}^{-1}$

Plane waves:
Again we try $\phi = \phi_0 e^{i(kx - ut)}$

This satisfies $(\Box - \mu^2) \phi = 0$ if $-k^2 + \frac{\omega^2}{c^2} - \mu^2 = 0$

or $\omega = c \sqrt{k^2 + \mu^2}$

$v_p = \frac{\omega}{k} > c$ while $v_q = \frac{d\omega}{dk} = c \frac{k}{\sqrt{k^2 + \mu^2}}$

while is not like light waves in vacuum.

To see further, we must use de Broglie's idea of 'matter waves', involving the relations

$E = h \omega$ and $p = h \frac{\omega}{c} \quad (h = \frac{\lambda}{2\pi} = \text{Planck's constant})$

We have already suggested that these relations are true when discussing 'photons' = 'particles' of light.

Substituting these into the above 'dispersion relation' we get

$-p^2 + \frac{E^2}{c^2} - \mu^2 = 0 \quad \text{or} \quad (\frac{h}{mc})^2 = E^2 - p^2 c^2$

But from relativity we know that $E^2 - p^2 c^2 = (mc^2)^2$ where $m_0$ is the mass associated with the energy-momentum 4-vector $(E, \mathbf{p})$

Thus $m_0 = \frac{\lambda}{2\pi} \mu$ is a mass associated with our plane wave solutions to the nuclear potential wave equation.

Numerically $\mu \approx 10^{13} \text{cm}^{-1} \Rightarrow m \approx 170 \text{ MeV}/c^2$

$\mu \approx 5 \times 10^{13} \text{cm}^{-1} \Rightarrow m \approx 850 \text{ MeV}/c^2$

(Where 1 MeV = 1 million electron volts - an MKSA unit)

For comparison $m_{\text{electron}} \approx \frac{1}{18} \text{ MeV}/c^2$

$M_{\text{proton}} \approx 938 \text{ MeV}/c^2$

Thus we are led to the idea that there are massive particles associated with the short range nuclear force field. Massless particles (photons) are associated with the long range electromagnetic field.
The gravitational field is long-range (\( m = 0 \)) and so we would associate massless particles (gravitons) with this field also. They have never been observed...

The particles of the nuclear field are called mesons. The \( \pi^- \) meson was observed in 1947, with a mass 140 MeV/c\(^2\), and is indeed described by a scalar potential. In the 1960s the so-called \( p, n \) and \( \phi \) mesons were discovered, with masses 740, 780, and 1020 MeV/c\(^2\). They turn out to be vector mesons - i.e., they are associated with a vector potential \( A \).

The \( \pi^- \) meson can be said to cause the attractive nuclear force, while the \( p, n \) and \( \phi \) mesons cause the repulsive core.

It is not hard to imagine how a field of particles can lead to a repulsive force. Two Ph 206 students, platim-fergees, on a frictionless surface will be driven apart by the recoil of catching and tossing the fergee. How the attractive force arises is a bit harder to imagine.

In recent times the theory of nuclear forces has undergone a major change. Both the nucleons and the mesons are thought to consist of massive 'quarks' bound together by massless vector-particles. The latter creates a field somewhat like the electric field, called the 'color' electric field. The color force is short range in that 'free space' has a color dielectric constant \( \varepsilon = 1 \), compared to ordinary dielectric constant \( \varepsilon_0 \). This has the effect of 'unfriending' all color field lines very close to their source.

\[ \nabla \cdot \vec{D}_c = 4\pi \rho_c \quad \vec{E}_c = \frac{\vec{D}_c}{\varepsilon_0} \quad \varepsilon_0 \quad \text{outside the source.} \]

This is inconsistent with the existence of single point sources of the color field (\( = \text{free quarks} \)). But quark dipoles are allowed:

\[ \varepsilon = \frac{1}{r^3} \quad \text{Electric dipole} \]

\[ \vec{E}_c \sim 0 \quad \text{Colored quark dipole} \]

The quark dipoles are just the mesons of Yukawa. \( \frac{1}{m} \) is the characteristic size of the region of non-zero color electric field (the 'bag' size).

The nucleons are quark triplets, a state of special stability having to do with the fact that there are 3 'colors'...
The Significance of The Lorentz Gauge Condition

We now have several sets of potentials to contemplate:

Scalar $\phi$, $M \neq 0$, II - meson
Vector $\phi_\mu$, $M \neq 0$, $E \neq M$; color $E \times M$
Vector $\phi_\mu$, $M \neq 0$, Vector Mesons $p, u, f$
Tensor $\phi_{\mu\nu}$, $M \neq 0$, Gravity (General Relativity)

The non-scalar potentials have more than one independent component. For plane wave solutions, this possibility manifests itself as polarization.

For $E \neq M$ waves we know that there are only 2 independent polarizations - although the potential $\phi_\mu$ has 4 components.

What happened to the other two components?

The Lorentz Gauge Condition $\nabla^\mu \phi_\mu = 0$ serves to eliminate one of the components. In a sense, this is the main significance of the Lorentz Condition.

For the scalar field the Lorentz condition does not exist, and the scalar field retains its one component.

For the gravity tensor $\phi_{\mu\nu}$, the Lorentz condition is $\nabla^\mu \phi_{\mu\nu} = 0 \Rightarrow 4$ constraints.

In addition, we claim that the wave solutions $\phi_{\mu\nu}$ are symmetric and traceless. Altogether there are 11 constraints on the 16 components $\Rightarrow 5$ independent components only.

(Quantum experts will note that a tensor with only 5 components corresponds to a spin-2 object. In turn this means the waves do not couple to dipole sources, but only to quadrupole and higher multipoles, as we saw earlier for gravity in a different way.)

However, we still have not explained why E-M waves have only 2 polarizations and not 3, as allowed by the Lorentz condition alone.

This has to do with the fact that the photon is massless!
WE CAN SKETCH AN ARGUMENT:

CONSIDER A VECTOR POTENTIAL PLANE WAVE MOVING IN THE +Z DIRECTION.

\[ \Phi_m = \epsilon_m e^{i(kz - wt)} \]

\[ \epsilon_m = \text{constant 4-vector} - \text{the polarization vector} \]

THE WAVE 4-VECTOR IS \[ K_m = (\frac{\omega}{c}, 0, 0, k) \].

FOR E-M WAVES \[ k = \omega \gamma c \], FOR MATTER WAVES \[ k < \omega \gamma c \].

THE LORENTZ GAUGE CONDITION TELLS US THAT

\[ \partial^\mu \Phi_\mu = 0 \Rightarrow K^\mu \Phi_\mu = 0 \]

WE CAN EASILY WRITE DOWN 3 INDEPENDENT CASES FOR \( \epsilon_\mu \):

\( \epsilon_\mu(1) = (0, 1, 0, 0) \); \( \epsilon_\mu(2) = (0, 0, 1, 0) \); \( \epsilon_\mu(3) = (k, 0, 0, 0) \)

\( \epsilon_\mu(1) \) AND \( \epsilon_\mu(2) \) ARE TRANSVERSE POLARIZATIONS. WE NEED TO SHOW THAT THE LONGITUDINAL POLARIZATION \( \epsilon_\mu(3) \) VANISHES FOR E-M WAVES.

WE GET RID OF IT BY A GAUGE TRANSFORMATION.

RECALL THAT \( \mathbf{E} \) AND \( \mathbf{B} \) ARE NOT CHANGED IF

\[ \Phi \rightarrow \Phi - \frac{1}{\epsilon} \mathbf{E} \]

\[ \mathbf{A} \rightarrow \mathbf{A} + \nabla \Phi \]

THE LORENTZ CONDITION IS STILL SATISFIED SO LONG AS \[ \nabla^2 \Phi - \frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} = 0 \]

IN 4-VECTOR NOTATION \[ \Phi_\mu \rightarrow \Phi_\mu - \partial_\mu \Phi \], WHERE \( \Box \Phi = 0 \)

IS A TRANSFORMATION WHICH DOES NOT AFFECT THE PHYSICS.

FOR THE PRESENT CASE, CONSIDER \( \Phi = e^{i(kz - wt)} \),

WHICH SATISFIES \( \Box \Phi = 0 \) IF \( k = \omega \gamma c \) AS IT DOES FOR E-M WAVES.

THEN \( \partial_\mu \Phi = K_\mu e^{i(kz - wt)} \)

THEREFORE, OUR SOLUTIONS \( \epsilon_\mu e^{i(kz - wt)} \) HAVE THE SAME PHYSICAL SIGNIFICANCE AS THE TRANSFORMED SOLUTIONS \( (\epsilon_\mu - K_\mu) e^{i(kz - wt)} \).

In particular, the transform of $\epsilon_4(3)$ is $(k - \frac{\omega}{c}, 0, 0, \frac{\omega}{c} - k)$.

For E-M waves with $k = \omega/c$, this vanishes. Only the transverse polarizations $\epsilon_4(1)$ and $\epsilon_4(2)$ have physical significance.

This procedure cannot be used to make $\epsilon_4(3)$ vanish for the case of massive vector fields— which are indeed observed to possess longitudinal polarization (via the relation of polarization to angular momentum...).

We can try out this procedure for gravity waves also:

$\phi_{\mu \nu} = \epsilon_{\mu \nu \alpha} \kappa_\alpha \quad k_\mu = (k, 0, 0, k)$

$\epsilon_{\mu \nu}$ is the polarization tensor.

The Lorentz condition $\tilde{\alpha}^\mu \epsilon_{\mu \nu} \Rightarrow k^\mu \epsilon_{\mu \nu} = 0$

For our choice of $k_\mu$, this tells us $\epsilon_{0 \nu} = \epsilon_{3 \nu}$

The gauge invariance of $\phi_{\mu \nu}$ is that a transformation to

$\phi_{\mu \nu} + \partial_\mu \sigma_{\nu} + \partial_\nu \sigma_\mu$ does not change the physics,

provided $\square \sigma_{\mu} = 0$

For plane waves: $\sigma_{\mu} = \sigma_{\nu} e^{ikz - \omega t}$ and the transformed potentials are

$\epsilon_{\mu \nu} + \sigma_\mu \epsilon_{\nu \gamma} + \kappa_\nu \sigma_{\mu \nu} \Rightarrow \epsilon_{\mu \nu}'$

We choose the 4 constants $\sigma_{\mu}$ so as to eliminate the $\epsilon_{0 \nu}'$

1. $\epsilon_{01}' = \epsilon_{01} + \kappa_0 \sigma_1 + k_1 \sigma_0 = \epsilon_{01} + k \sigma_1$

   $\Rightarrow$ choose $\sigma_1 = -\epsilon_{01}/k$

2. $\epsilon_{02}' = \epsilon_{02} + k \sigma_2 \Rightarrow$ choose $\sigma_2 = -\epsilon_{02}/k$

3. $\epsilon_{03}' = \epsilon_{03} + \kappa_0 \sigma_3 + k_3 \sigma_0 = \epsilon_{03} + k(\sigma_3 + \sigma_0) \Rightarrow$ choose $\sigma_3 + \sigma_0 = -\epsilon_{03}/k$

4. $\epsilon_{00}' = \epsilon_{00} + 2k \sigma_0 \Rightarrow$ choose $\sigma_0 = -\epsilon_{00}/2k$

So far, $\epsilon_{00}' = \epsilon_{01}' = \epsilon_{02}' = \epsilon_{03}' = 0$

The Lorentz conditions says $\epsilon_{0 \nu}' = \epsilon_{3 \nu}'$

$\Rightarrow$ $\epsilon_{3 \mu}' = \epsilon_{3 \mu}' = \epsilon_{3 \nu}' = \epsilon_{3 \nu}' = 0$
\[ \varepsilon_{_{\mu\nu}} \text{ is symmetric} \Rightarrow \varepsilon_{10} = \varepsilon_{20} = \varepsilon_{13} = \varepsilon_{23} = 0 \]

All that is left is \( \varepsilon_{11}, \varepsilon_{22}, \varepsilon_{12}, \text{ and } \varepsilon_{11} \)

But \( \varepsilon_{_{\mu\nu}} \text{ is traceless} \Rightarrow \varepsilon_{11} = -\varepsilon_{22} \Rightarrow \varepsilon_{_{\mu\nu}} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \varepsilon_{12} & -\varepsilon_{12} & 0 \\
0 & -\varepsilon_{12} & \varepsilon_{12} & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \)

\( \Rightarrow \) There are only 2 independent components, and they are transverse.

Thus gravity waves, like light waves are transverse and have only 2 polarizations. (This result holds for higher tensors as well - if \( \Phi_{_{\mu\nu\rho\sigma}} \) is a potential with \( 1/r \) dependence (\( \Rightarrow \) massless particles) and is gauge invariant, then the waves have only 2 independent, transverse polarizations). We encourage you to make a preliminary encounter with the physical significance of the potentials \( \Phi_{_{\mu\nu}} \) on the problem set.

We now return to our study of \( E \& M \)

\[ \text{Radiation by an Accelerating Charge} \quad \text{[Becchi sec. 6.9]} \]

The 4-potential of a single charge was found in Lecture 18 via a Lorentz transformation:

\[ \Phi = \begin{pmatrix}
-\frac{Q}{c} \\
y - \frac{x}{c^2} \cdot \mathbf{e}_y \\
y - \frac{z}{c^2} \cdot \mathbf{e}_z \\
y - \frac{y}{c^2} \cdot \mathbf{e}_y
\end{pmatrix}, \quad \mathbf{A} = \begin{pmatrix}
0 \\
\frac{Q}{c} \cdot \mathbf{e}_x \\
\frac{Q}{c} \cdot \mathbf{e}_y \\
\frac{Q}{c} \cdot \mathbf{e}_z
\end{pmatrix} \]

where \( [\mathbf{r}] \) is the retarded position vector of the moving charge, \( \mathbf{\hat{v}} \) = retarded velocity.

It may be instructive to derive these relations directly from the retarded potential solutions we found in the case of continuous charge and current distributions (Lecture 15).

We saw

\[ \Phi = \int \frac{[p]}{y} \, d\nu', \quad \mathbf{A} = \frac{1}{c} \int \frac{[\mathbf{3}]}{y} \, d\nu', \]

\[ [p] = p \left( \mathbf{r}', t' = t - \frac{y}{c} \right) = \text{retarded charge density}. \]

We proceed by considering a point charge as the limit of a small but finite charge distribution of total charge \( q \). The entire charge distribution has velocity \( \mathbf{\hat{v}} \).

Our task is to evaluate \( [p] \, d\nu'. \) This is complicated because the charge is moving.
Suppose we consider a volume element \( \text{d}v = \text{d}y \text{d}x \text{d}z \).

At retarded distance \( |\mathbf{r}| \),

by definition of the retarded distance, our 'observation' of the charge is to be made at time \( t' = t - \frac{|\mathbf{r}|}{c} \).

In particular, this time is different by amount \( \text{d}t' = \frac{\text{d}y}{c} \)

for observations at \( |\mathbf{r}| \) and \( |\mathbf{r}| + \text{d}y \) which bound our volume element.

That is, during the course of calculation \( \int \frac{\text{d}P}{|\mathbf{r} - \mathbf{r}'|} \text{d}x \text{d}y \text{d}z \) some charge leaves the volume. Note that we move inwards from \( |\mathbf{r}| \) to \( |\mathbf{r}| + \text{d}y \) during the time \( \text{d}t' \) while we are making the calculation.

The total charge observed while evaluating \( \int \frac{\text{d}P}{|\mathbf{r} - \mathbf{r}'|} \text{d}x \text{d}y \text{d}z \) is

\[
\text{d}Q = \int \frac{\text{d}P}{|\mathbf{r} - \mathbf{r}'|} \text{d}x \text{d}y \text{d}z \quad \text{(charge inside)}
\]

\[
- \int \frac{\text{d}P}{|\mathbf{r} - \mathbf{r}'|} \text{d}x \text{d}y \text{d}z \quad \text{(charge which left during time \text{d}t')}
\]

\[
\text{if } \mathbf{r}' = 0
\]

\[
= \int \frac{\text{d}P}{|\mathbf{r} - \mathbf{r}'|} \text{d}x \text{d}y \text{d}z
\]

so

\[
\int \frac{\text{d}P}{|\mathbf{r} - \mathbf{r}'|} \text{d}x \text{d}y \text{d}z = \frac{\text{d}Q}{|\mathbf{r} - \mathbf{r}'|}
\]

\[
\Rightarrow \quad \tilde{\mathbf{E}} = \int \frac{\text{d}P}{|\mathbf{r} - \mathbf{r}'|} \text{d}x \text{d}y \text{d}z \Rightarrow \frac{\epsilon}{|\mathbf{r} - \mathbf{r}'|}
\]

Likewise for a point charge

\[
\tilde{\mathbf{E}} = \frac{1}{c} \int \frac{\text{d}P}{|\mathbf{r} - \mathbf{r}'|} \text{d}x \text{d}y \text{d}z \Rightarrow \frac{\epsilon}{|\mathbf{r} - \mathbf{r}'|}
\]

These results are the same as those obtained by the Lorentz transformation. They are known as the Lienard-Wiechert potentials.

On the problem set you have also used a Lorentz transformation to find the \( \tilde{\mathbf{E}} \) and \( \tilde{\mathbf{B}} \) fields of a uniformly moving point charge.

We now face the general question as to what are \( \tilde{\mathbf{E}} \) and \( \tilde{\mathbf{B}} \) for arbitrary motion of a point charge?

We could make a Lorentz transformation of the case of a charge which is instantaneously at rest, but which has non-zero acceleration, or we can differentiate the Lienard-Wiechert potentials.
Either way the result is:

\[ E = \left( c \frac{\bar{r} - \bar{r} \beta}{\bar{r}^2 (\bar{r} - \bar{r} \beta)^3} \right) + e \left( \bar{r} \times \frac{\bar{r} \times (\bar{r} - \bar{r} \beta) \times \bar{r} \beta}{c (\bar{r} - \bar{r} \beta)^3} \right) \]

\[ \bar{B} = \hat{r} \times \bar{E} \quad \text{with} \quad \bar{r} = \text{retarded distance} \]

The detailed demonstration of these results is quite tedious - with plenty of chance for algebraic error. Beckel Sec 69 sketches one method. As we will find it more useful to obtain results for particular examples via Lorentz transformations, we will not belabor the derivation for \( \bar{E} \) and \( \bar{B} \).

For the moment we merely note that \( \bar{E} \) may be written

\[ \bar{E} = \bar{E}_{\text{near}} + \bar{E}_{\text{far}}. \]

We note that \( \bar{R} = \bar{r} - \bar{r} \beta \) would be the present position of the particle if the velocity were uniform.

So \( \bar{E}_{\text{near}} = \frac{e \bar{R}}{\bar{r}^2 S^3} \sim \frac{1}{R^2} \),

with \( S = r - \bar{r} \beta = R \sqrt{1 - \beta^2 \cos^2 \theta} \) (as on p. 223).

This is in fact just the field of a uniform moving charge which you derived via a Lorentz transformation.

\[ \bar{E}_{\text{far}} = \frac{e}{c^2 S^3} \frac{\bar{r} \times (\bar{r} \times \bar{a})}{\bar{r}^2} \sim \frac{1}{R} \]

\( \bar{a} = c \beta = \text{acceleration} \)

This is of course the radiation field.

Low velocity limit

If \( \frac{c}{R} \to 0 \) then \( \bar{r} \to \bar{r} \) and \( S \to R \),

so \( \bar{E}_{\text{radiation}} \to \frac{e}{c^2} \left[ \frac{\bar{r} \times (\bar{r} \times \bar{a})}{R^3} \right] = \frac{e}{c^2} \left[ \frac{\bar{a} \times (\bar{a} \times \bar{r})}{R} \right] \)

\[ \bar{B}_{\text{rad}} = \hat{r} \times \bar{E}_{\text{rad}} = \frac{e}{c^2} \left[ \frac{\bar{a} \times \bar{a}}{R} \right] \quad \left[ \bar{a} \text{ and } \bar{r} \text{ are retarded quantities} \right]. \]

As noted earlier, \( \bar{E}_{\text{rad}} = -e \left[ \frac{\bar{a}}{c^2 R} \right] \).
The radiated power is \[ \frac{dP}{d\Omega} = \frac{e^2}{4\pi} \frac{\mathbf{\hat{r}} \cdot \mathbf{E} \times \mathbf{B}}{c^3} \]

\[ = \frac{e^2 (\mathbf{\hat{r}} \times \mathbf{\hat{a}})^2}{4\pi c^3} \times \frac{\mathbf{\hat{r}} \cdot \mathbf{E} \times \mathbf{B}}{4\pi c^3} \]

\[ P_{\text{tot}} = \frac{e^2 a^2}{3c^3} \]

These results are the Larmor formulae, which we derived previously for continuous charge distributions. (Lecture 16)

In the next lecture we illustrate now interesting results for the relativistic case. We can be obtained from the Larmor formula.

For later reference we write the fields \( \mathbf{\vec{E}} \) and \( \mathbf{\vec{B}} \) in a slightly different form:

Define \( \theta \) as the angle between \( \mathbf{\hat{r}} \) and \( \mathbf{\hat{r}}' \), the retarded position vector.

Then \( \mathbf{S} = \mathbf{r} - \mathbf{\hat{r}}' \mathbf{r}' = \mathbf{r} (1 - \beta \omega_0) = \mathbf{r} (1 - \mathbf{\hat{r}}' \mathbf{\hat{r}}) \)

We also define \( \mathbf{\hat{n}} = \mathbf{\hat{r}}' / r \)

Then \( \mathbf{\vec{E}} = \frac{e}{\mathbf{\hat{n}} \cdot \mathbf{\hat{a}}} \frac{\mathbf{\hat{n}} \times [\mathbf{\hat{a}} - \mathbf{\hat{r}}] \times \mathbf{\hat{r}}}{r^2 (1 - \beta \omega_0)^3} \times \frac{e}{\mathbf{\hat{n}} \cdot \mathbf{\hat{a}}} \frac{\mathbf{\hat{n}} \times [\mathbf{\hat{a}} - \mathbf{\hat{r}}] \times \mathbf{\hat{r}}}{r^2 (1 - \beta \omega_0)^3} \)

\( \mathbf{\vec{B}} = \mathbf{\hat{a}} \times \mathbf{\vec{E}} \)

The radiated power \( \frac{dP}{d\Omega} = \frac{e^2}{4\pi} \frac{\mathbf{\hat{r}} \cdot \mathbf{\vec{E}} \times \mathbf{\vec{B}}}{c^3} \)

\[ \approx \frac{e^2}{4\pi} \left( \frac{\mathbf{\hat{r}} \times [\mathbf{\hat{a}} - \mathbf{\hat{r}}] \times \mathbf{\hat{r}}}{(1 - \beta \omega_0)^3} \right)^2 \]

Angular distribution of radiation according to a fixed observer.
Appendix: Potentials and Fields of a Moving Charge Obtained via Delta Functions.
(Becker, Secs. 66, 69, Ex. 65, Sec. 14.3)

Another approach to the problem of a point charge \( q \) with velocity \( \mathbf{v}(t) \) is to use a Dirac Delta function:

\[
\mathbf{\phi} = \int \frac{[\mathbf{p}] \, dt}{\mathbf{V}} \rightarrow \int \frac{\mathbf{s}(\mathbf{k} \cdot \mathbf{r} + \epsilon)}{\mathbf{v}} \, d\mathbf{r} \\
\mathbf{A} = \int \frac{[\mathbf{j}] \, dt}{\mathbf{V}} \rightarrow \int \frac{\mathbf{v}(\mathbf{k} \cdot \mathbf{r} + \epsilon)}{\mathbf{v}} \, d\mathbf{r}
\]

Because \( \mathbf{v} \) is a function of \( \epsilon \) and \( \epsilon' \), we cannot immediately perform the integral over the \( s \)-function. Recall

\[
\int s(f(\epsilon)) \, d\epsilon = \int \frac{df}{d\epsilon} \frac{df}{d\epsilon'} = 1
\]

For our case, \( f = \epsilon - \epsilon' + \frac{\mathbf{v}}{c} \) and \( \frac{df}{d\epsilon} = 1 + \frac{\mathbf{v}}{c} \frac{d\mathbf{v}}{d\epsilon'}, \quad 1 - \frac{\mathbf{v} \cdot \mathbf{v}}{c^2} \)

Thus \( \frac{df}{d\epsilon'} = \frac{\mathbf{v} - \mathbf{v}' \cdot \mathbf{e}}{\mathbf{v} - \mathbf{e} \cdot \mathbf{v}} = \frac{\mathbf{v} - \mathbf{v}'}{\mathbf{v} - \mathbf{e}} \)

Hence, \( \mathbf{\phi} = \left[ \frac{\mathbf{e}}{\mathbf{v} - \mathbf{e}} \right] \), \( \mathbf{A} = \left[ \frac{\mathbf{v} - \mathbf{v}'}{\mathbf{v} - \mathbf{e}} \right] \)

As also found on p. 223 & p. 233.

The above can be regarded as a demonstration that the \( s \)-function method is consistent.

To find \( \mathbf{E} \cdot \mathbf{B} \), we don't use the Liénard-Wiechert potentials, but go back to the forms at the top of the page.

Among the many ways to proceed, we choose a path that leaves part of \( \mathbf{E} \) as \( \frac{d}{dt} \) (sometime).

\[
\mathbf{\tilde{E}} = \frac{\mathbf{v} \cdot \mathbf{A}}{c^2} \frac{\partial}{\partial \mathbf{r}} \mathbf{A}
\]

\( \nabla \) acts only on \( \mathbf{v} \) in our expression for \( \mathbf{\phi} \)

So we can write

\[
\mathbf{\tilde{E}} = \frac{\partial}{\partial \mathbf{r}} \frac{\partial}{\partial \mathbf{r}} = \frac{\partial^2}{\partial \mathbf{r}^2}
\]

Then

\[
\mathbf{E} = \epsilon \left( \frac{\partial}{\partial \mathbf{r}} \right) \mathbf{s}(\mathbf{v} \cdot \mathbf{r} + \epsilon) - \epsilon \left( \frac{\partial}{\partial \mathbf{r}} \right) \mathbf{s}(\mathbf{v} \cdot \mathbf{r} + \epsilon) - \frac{\partial}{\partial \mathbf{r}} \left( \frac{\partial}{\partial \mathbf{r}} \right) \mathbf{s}(\mathbf{v} \cdot \mathbf{r} + \epsilon)
\]

\[
= \epsilon \left[ \frac{\partial}{\partial \mathbf{r}} \mathbf{s}(\mathbf{v} \cdot \mathbf{r} + \epsilon) - \frac{\partial}{\partial \mathbf{r}} \mathbf{s}'(\mathbf{v} \cdot \mathbf{r} + \epsilon) \right] \, d\mathbf{r}' - \frac{\partial}{\partial \mathbf{r}} \left( \frac{\partial}{\partial \mathbf{r}} \right) \mathbf{s}(\mathbf{v} \cdot \mathbf{r} + \epsilon) \, d\mathbf{r}'
\]

Trick: \( \frac{d}{dt} \mathbf{s}(\mathbf{v} - \mathbf{e} + \epsilon) = - \mathbf{s}'(\mathbf{v} - \mathbf{e} + \epsilon) \), where \( \mathbf{s}'(\mathbf{v}) \) means \( \frac{d}{d\mathbf{v}} \mathbf{s}(\mathbf{v}) \)

Then since \( \frac{d}{dt} \) is not a function of \( \epsilon \) before integration over \( \epsilon \), we have

\[
\mathbf{E} = \epsilon \left[ \frac{\partial}{\partial \mathbf{r}} \mathbf{s}(\mathbf{v} - \mathbf{e} + \epsilon) \right] d\mathbf{r}' + \frac{\partial}{\partial \mathbf{r}} \left( \frac{\partial}{\partial \mathbf{r}} \right) \mathbf{s}(\mathbf{v} - \mathbf{e} + \epsilon) \, d\mathbf{r}'
\]
INTEGRATING OVER THE $\xi$ FUNCTION AS ON TOP OF p. 385A, WE GET

$$
\mathcal{E} = \left[ \frac{e Q}{r s} \right] + \frac{e}{c} \frac{d}{dt} \left[ \frac{\mathbf{A} \cdot \mathbf{B}}{r} \right]
$$

**More Tricks:** $\mathbf{A}' = \mathbf{A} - \frac{\mathbf{E}}{c}$ and $\mathbf{A} = \mathbf{A}' + \frac{\mathbf{E}}{c}$ for $t'$

Thus $\frac{d\mathbf{A}}{d\mathbf{A}'} = 1 - \frac{1}{c} \frac{d\mathbf{E}'}{d\mathbf{A}'} = 1 - \mathbf{A}' \cdot \mathbf{B} = \frac{S}{r}$

**Hence** $\frac{d\mathbf{A}'}{d\mathbf{A}} = \frac{\mathbf{A}}{S} = 1 - \frac{1}{c} \frac{d\mathbf{E}'}{d\mathbf{A}'} \quad (\text{using} \ t' = t - \frac{\mathbf{E}'}{c})$

ANOTHER USEFUL IDENTITY IS $\mathbf{B} = \frac{1}{c} \frac{d\mathbf{E}'}{d\mathbf{A}'} = \frac{1}{c} \frac{d\mathbf{E}'}{d\mathbf{A}'} = -\frac{1}{c} \frac{d\mathbf{E}'}{d\mathbf{A}'} = -\frac{S}{c} \frac{d\mathbf{E}'}{d\mathbf{A}'}$

$$
\mathcal{E} = e \left[ \frac{\mathbf{A}}{r^2} \right] + \frac{e}{c} \frac{d}{dt} \left[ \frac{\mathbf{A} (1 - \frac{1}{c} \frac{d\mathbf{E}'}{d\mathbf{A}'})}{r^2} + \frac{1}{rc} \frac{d\mathbf{E}'}{dt} \right] + \frac{e}{c} \frac{d}{dt} \left[ \frac{\mathbf{A} (1 - \frac{1}{c} \frac{d\mathbf{E}'}{d\mathbf{A}'})}{r^2} + \frac{1}{rc} \frac{d\mathbf{E}'}{dt} \right]
$$

$$
\mathcal{E} = e \left[ \frac{\mathbf{A}}{r^2} \right] + \frac{e}{c} \left[ \mathbf{A} \frac{d}{dt} \left( \frac{\mathbf{A}}{r^2} \right) \right] + \frac{e}{c^2} \left[ \frac{d^2 \mathbf{A}}{dt^2} \right]
$$


REDISCOVERED BY FEYNMAN (1962)

**Likewise**

$$
\mathcal{B} = \mathcal{B} \times \mathcal{A} = e \int \mathcal{B} \times \mathcal{A} (t') S(t' - t + \frac{\mathbf{E}'}{c}) dt'
$$

$$
= -e \int \mathcal{B} \times (\mathcal{A} + \mathcal{E}) S(t' - t + \frac{\mathbf{E}'}{c}) dt' - e \int \mathcal{B} \times (\mathcal{A} - \mathcal{E}) S(t' - t + \frac{\mathbf{E}'}{c}) dt'
$$

$$
= -e \left[ \frac{\mathcal{B} \times \mathcal{A}}{r^2} \right] + e \frac{d}{dt} \left[ \frac{\mathcal{B} \times \mathcal{A}}{r^2} \right]
$$

$$
= \frac{e}{c} \left[ -\frac{d(\mathbf{E}')} {dt} \times \frac{\mathbf{A}}{r^2} \right] + \frac{e}{c} \frac{d}{dt} \left[ -\frac{d(\mathbf{E}')} {dt} \times \frac{\mathbf{A}}{r^2} \right]
$$

$$
= \left[ \frac{\mathbf{A} \times \frac{d}{dt} \left( \frac{\mathbf{A}}{r^2} \right)} {c^2 r} \right] + \frac{e}{c} \frac{d}{dt} \left[ \frac{\mathbf{A} \times \frac{d^2 \mathbf{A}}{dt^2}} {c^2 r^2} \right]
$$

SO

$$
\mathcal{B} = \left[ \frac{\mathbf{A}}{r^2} \right] \times \mathcal{E}
$$
A second form for $\mathbf{E}$ can be found by returning to the top of p. 2356:

$$E = \left[ \frac{e \hat{a}}{r s^2} \right] + \frac{\dot{r} \hat{a}}{c} \frac{d}{dt} \left[ \frac{\hat{a} - \hat{b}}{s^2} \right]$$

$$\frac{d}{dt} = \frac{d}{dt} t^1 \frac{d}{dt} = \frac{r}{s} \frac{d}{dt}, \quad \text{hence}$$

$$E = e \left[ \frac{\hat{a}}{r s} \right] + \frac{\dot{r}}{c} \left[ \frac{\hat{a} - \hat{b}}{s^2} - \frac{r \hat{a} \cdot \hat{b}}{s^3} \right]$$

where $[\dot{r}] = \left[ \frac{d s}{d t} \right]$. 

Now $\dot{r} = -c (\dot{a} \cdot \hat{b})$, $\ddot{r} = -c \ddot{b}$

and $\ddot{s} = \ddot{r} - \dot{r} \dot{b}$. So $\ddot{s} = \ddot{r} - \dot{r} \dot{b} - \dot{r} \dot{b} = -c (\dot{a} \cdot \hat{b}) + c \beta^2 - \ddot{r} \cdot \hat{b}$

Also, $\dot{a} = \frac{\ddot{r}}{c^2}$ so $\dot{a} - \ddot{r} \cdot \hat{b} = \frac{\ddot{r}}{c^2} (-\ddot{b} + \ddot{a} (\dot{a} \cdot \hat{b}))$

$$E = e \left[ \frac{\ddot{a}}{r s} + \frac{c}{r^2} \frac{(-\ddot{b} + \ddot{a} (\dot{a} \cdot \hat{b}))}{c \beta^2} - \frac{r \hat{a} \cdot \hat{b}}{c \beta^2} \right]$$

The general form for $\mathbf{E}$ at the top of the page can be derived from the general form for $\mathbf{E}$ on p. 178 with care. It appears that we must make the transformation $\int [\dot{E}] \; d\nu = \int s (\epsilon' - \epsilon \mu') \; d\nu$ and not + 1, perhaps again that $\epsilon$ and not $\epsilon'$ is what the $\dot{a}$ acts on in this case. If so

$$E = \int \left[ \frac{\ddot{a}}{r^2} + \frac{c}{r} \frac{\ddot{a} \cdot \hat{b}}{s^2} \right] \; d\nu = e \left[ \frac{\ddot{a}}{r^2} \right] s (\epsilon' - \epsilon \mu') \; d\nu' = e \left[ \frac{\ddot{a}}{r^2} \right] + \frac{\dot{r} \hat{a}}{c} \frac{d}{dt} \left[ \frac{\ddot{a} \cdot \hat{b}}{s^2} \right].$$