Sources of the Waves - The Retarded Potentials (Becker sec 66-68)

Thus far we have considered the propagation of electromagnetic waves with only occasional reference to the means of their generation. As was the case in static situations it proves useful to relate the potentials to the charges and currents which cause them. Then we take derivatives to find the fields.

The static solutions are: \( \vec{E} = -\nabla \phi \), \( \vec{B} = \nabla \times \vec{A} \)

with \( \phi = \int \frac{P}{4\pi} \frac{d\omega}{\epsilon} \)
\( \vec{A} = \frac{1}{c} \int \frac{\vec{j}}{4\pi} \frac{d\omega}{\epsilon} \)

When the situation is not static, we find that changes in the fields propagate with the velocity of light. We expect this to hold for changes in the potentials also. On the other hand, the general form of the time-dependent potentials must reduce to the static solutions when appropriate.

We make an enlightened 'guess' that in general

\( \phi(\vec{x}, t) = \int \frac{P(\vec{x}', t' = t - \frac{c}{\epsilon})}{4\pi} \frac{d\omega'}{\epsilon} \sqrt{1} \int \frac{\vec{j}(\vec{x}', t' = t - \frac{c}{\epsilon})}{4\pi} \frac{d\omega'}{\epsilon} \)

The Retarded Potentials (Lorenz, 1869)

The potentials are just the static solutions as "seen" by the observer at \( \vec{x} \) at time \( t \). The observer 'looks' at the charges by means of 'light rays' which propagate with velocity \( c \). Hence the charge distribution \( (S) \) the sees is that which actually occurred at an earlier time, \( t' = t - \frac{c}{\epsilon} \)

We now show that this 'guess' is really correct.

First we recall the relation of the fields to the time-dependent potentials:

\( \vec{A} = 0 \) always \( \Rightarrow \vec{B} = \nabla \times \vec{A} \)

\( \nabla \times \vec{E} = \frac{1}{c} \frac{\partial \vec{B}}{\partial t} = -\frac{1}{c} \nabla \times \frac{\partial \vec{A}}{\partial t} \) \( \Rightarrow \nabla \times (\vec{E} + \frac{1}{c} \frac{\partial \vec{A}}{\partial t}) = 0 \)

\( \Rightarrow \vec{E} + \frac{1}{c} \frac{\partial \vec{A}}{\partial t} = -\nabla \phi \) can always hold \( \Rightarrow \vec{E} = -\nabla \phi \cdot \frac{\partial \vec{A}}{c \partial t} \)
We now look for wave equations for the potentials.

$$\nabla \times \mathbf{B} = \frac{4\pi}{C} \mathbf{J} + \frac{1}{c^2} \frac{\partial \mathbf{E}}{\partial t} \Rightarrow \nabla \cdot (\nabla \times \mathbf{A}) = \frac{4\pi}{C} \mathbf{J} + \frac{1}{c^2} \left( -\frac{\partial \mathbf{E}}{\partial t} - \mathbf{A} \right)$$

or

$$\nabla^2 \mathbf{A} - \frac{1}{c^2} \frac{\partial^2 \mathbf{A}}{\partial t^2} = -\frac{4\pi}{C} \mathbf{J} + \nabla \left( \nabla \cdot \mathbf{A} + \frac{1}{C} \frac{\partial \mathbf{E}}{\partial t} \right)$$

Also

$$\nabla \cdot \mathbf{E} = 4\pi \rho \Rightarrow \nabla^2 \phi + \frac{1}{C} \frac{\partial \mathbf{E}}{\partial t} = -4\pi \rho$$

Which are not exactly the wave equations we've seen before!

We can tidy things up by noting a very deep feature of the electromagnetic fields - the so-called gauge invariance.

In static situations the potentials are defined only up to a constant. But in fact, we have even more freedom:

If \( J \) is any scalar function, then the transformation

$$\mathbf{A}' = \mathbf{A} + \nabla J \quad \phi' = \phi - \frac{J}{c^2} \Rightarrow \nabla \cdot \mathbf{E} \quad \nabla \times \mathbf{B} \text{ unchanged!}$$

We can use this freedom of definition in various ways.

1. We could set \( \nabla \cdot \mathbf{A} + \frac{1}{c^2} \frac{\partial \phi}{\partial t} = 0 \) — The Lorentz gauge condition.

Suppose \( \nabla \cdot \mathbf{A} + \frac{1}{c^2} \frac{\partial \phi}{\partial t} \neq 0 \). Then transforming to \( \mathbf{A}' \) and \( \phi' \)

$$\nabla \cdot \mathbf{A}' - \nabla^2 J + \frac{1}{c^2} \frac{\partial \phi'}{\partial t} + \frac{1}{c^2} \frac{\partial^2 J}{\partial t^2} \neq 0$$

But we can have \( \nabla \cdot \mathbf{A}' + \frac{1}{c^2} \frac{\partial \phi'}{\partial t} = 0 \) if \( \nabla^2 J - \frac{1}{c^2} \frac{\partial^2 J}{\partial t^2} \neq 0 \).

The latter is a wave equation we can surely solve \( \Rightarrow J \) exists.

Hence we can always choose potentials \( \mathbf{A} \) and \( \phi \) to satisfy \( \nabla \cdot \mathbf{A} + \frac{1}{c^2} \frac{\partial \phi}{\partial t} = 0 \)

$$\Rightarrow \nabla^2 \mathbf{A} - \frac{1}{c^2} \frac{\partial^2 \mathbf{A}}{\partial t^2} = -\frac{4\pi}{C} \mathbf{J}$$

$$\nabla^2 \phi - \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2} = -4\pi \rho$$

The wave equations which relate the potentials to the sources \( \rho \) and \( \mathbf{J} \).
2. MANY OTHER CHOICES ARE POSSIBLE. FOR EXAMPLE, WE CAN
ALWAYS ARRANGE THAT \( \vec{V} \cdot \vec{A} = 0 \) [Coulomb Gauge Condition].

If \( \vec{V} \cdot \vec{A} \neq 0 \), choose \( \vec{A}' = \vec{A} + \nabla \phi \) with \( \nabla^2 \phi = 0 \) \( \Rightarrow \nabla^2 \phi = -\nabla \cdot \vec{A} \),
which is a Poisson-like problem which surely has a solution.

Then \( \nabla^2 \phi = -4\pi \rho \Rightarrow \phi(\vec{x}, t) = \int \frac{\rho(\vec{x}', t)}{\gamma} \, d\vec{x}' \).

IS THE INSTANTANEOUS STATIC SOLUTION! A PECULIAR RESULT - BUT OK MATHEMATICALLY, AFTER WE CALCULATE \( E \) AND \( \vec{B} \).

CERTAINLY IF \( \rho = \) CONSTANT IN TIME THERE IS NO PROBLEM: Then for \( \vec{A} \)
WE HAVE \( \nabla^2 \vec{A} - \frac{1}{c^2} \frac{\partial^2 \vec{A}}{\partial t^2} = -4\pi \rho / c \) AND ALL TIME DEPENDENT EFFECTS ARE DERIVED FROM \( \vec{A} \).

WE WILL NOT CONSIDER THE COULOM B GAUGE FURTHER.

WE NOW MUST SHOW THAT THE RETA IRED POTENTIALS ARE INDEED THE SOLUTIONS OF THE WAVE EQUATIONS FOR THE POTENTIALS.

EACH OF OUR 4 WAVE EQUATIONS HAS THE FORM

\[
\nabla^2 \psi - \frac{1}{c^2} \frac{\partial^2 \psi}{\partial t^2} = -4\pi \gamma(\vec{k}, t).
\]

A VERY INSTRUCTIVE SOLUTION IS OBTAINED BY FOURIER ANALYSIS.

WE DECOMPOSE \( \gamma(\vec{k}, t) = \int_{-\infty}^{\infty} g(\vec{k}, \omega) e^{-i\omega t} \, d\omega \)

WHERE \( g(\vec{k}, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \gamma(\vec{k}, t) e^{i\omega t} \, dt \).

LIKEWISE WE CAN DECOMPOSE OUR DESIRED SOLUTION:

\( \psi(\vec{k}, t) = \int_{-\infty}^{\infty} \psi(\vec{k}, \omega) e^{-i\omega t} \, d\omega \) WHERE \( \psi(\vec{k}, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \psi(\vec{x}, \omega) e^{i\omega t} \, dt \).

SUBSTITUTING THESE RELATIONS INTO THE WAVE EQUATION:

\[
\nabla^2 \psi(\vec{k}, \omega) + \frac{\omega^2}{c^2} \psi(\vec{k}, \omega) = -4\pi \gamma(\vec{k}, \omega).
\]
This is somewhat similar to Poisson's equation. Sometimes it is called Helmholtz' equation.

We can solve this by the method of Green.

First suppose \( \Phi_w(\mathbf{r}) = A \delta(\mathbf{r}) \) — a point source at the origin.

Then for \( \mathbf{r} \neq 0 \) \( \nabla^2 \Phi_w + \frac{\omega^2}{c^2} \Phi_w = 0 \).

And \( \Phi \) must be spherically symmetric: \( \Phi_w = \Phi_w(r) \).

Then \( \nabla^2 \Phi_w(r) = \frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d \Phi_w}{dr} \right) = \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \Phi_w \right) \text{ in spherical coors,} \)

so \( \frac{d^2}{dr^2} (r \Phi_w) + \frac{\omega^2}{c^2} (r \Phi_w) = 0 \Rightarrow r \Phi_w = B e^{\pm ikr} \) \( \left[ k = \frac{\omega}{c} \right] \)

on \( \Phi_w = \frac{B}{r} e^{\pm ikr} \).

We evaluate \( B \) by integrating the solution over a small volume about the origin:

\[
\int \left( \nabla^2 \Phi_w + \frac{\omega^2}{c^2} \Phi_w \right) dV = -4\pi \int A \delta(\mathbf{r}) dV = -4\pi A.
\]

For \( r \gg 0 \) \( \Phi_w \to \frac{B}{r} \) so \( \int r^2 \Phi_w dV \to 4\pi \Phi \), while \( \int \Phi_w dV \to 0 \) as is no great surprise.

We can clearly build up the general solution to be

\[
\Phi_w(\mathbf{r}) = \sum g_w(\mathbf{r}) e^{\pm ikr} \frac{1}{r} \delta(\mathbf{r} - \mathbf{r}').
\]

so \( \Phi(\mathbf{r}, t) = \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\omega' g_w(\mathbf{r}) e^{\pm i(\omega t \pm kr)} \)

Define \( t' = t + \frac{kr}{c} = t \pm \frac{\omega}{c} \)

Then \( \Phi(\mathbf{r}, t) = \int d\omega' \int_{-\infty}^{\infty} g_w(\mathbf{r}) e^{-i\omega t} \frac{1}{r} \delta(\mathbf{r} - \mathbf{r}'(t')) \)

\[ = \int \frac{g(\mathbf{r}, t')}{r} d\omega' \]
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The choice \( t' = t + \gamma \frac{v}{c} \) would give the potentials now in terms of the charges in the future. On the grounds of 'common sense' we throw out this possibility.

(But should we?? What about time-reversal invariance.....)

We keep only the case with \( t' = t - \frac{v}{c} \) - the retarded time. Of course, \( r = |r| \) where \( \bar{r} = x - x' \).

We introduce a notational device

\[
[p] = p_{\text{retarded}} = p (\bar{r}', \bar{r} - \bar{r}')
\]

\[
[\bar{f}] = \bar{f}_{\text{retarded}} = \bar{f} (\bar{r}, \bar{r} - \bar{r}').
\]

Thus \( \phi = \frac{1}{c} \int \frac{[p]}{y} \, d\omega' \), \( \bar{A} = \frac{1}{c} \int \frac{[\bar{f}]}{y} \, d\omega' \).

Are the general solutions to the wave equations for the potentials.

The Radiation Fields

We proceed to calculate the fields from the potentials

\[
\bar{B} = \bar{D} \times \bar{A} = \frac{1}{c} \int \bar{D} \times \left( \frac{[\bar{f}]}{y} \right) \, d\omega'.
\]

Now \( \bar{D} \times \left( \frac{[\bar{f}]}{y} \right) = \bar{D} \left( \frac{1}{y} \right) \times [\bar{f}] + \frac{1}{y} \bar{D} \times [\bar{f}] \)

We have seen before that \( \bar{D} \frac{1}{y} = -\frac{\bar{r}}{r^3} \equiv -\frac{\hat{r}}{y^2} \left[ \hat{n} \equiv \frac{\bar{r}}{y} \right] \)

\[
\left( \bar{D} \times [\bar{f}] \right)_i = \epsilon_{ijk} \frac{\partial}{\partial x_j} \left( \bar{f}_{\text{ret}} (x'_j, t - \frac{v}{c}) \right)
\]

\[
= \epsilon_{ijk} \frac{\partial}{\partial x'_j} \frac{\partial}{\partial t'} \left( \bar{f}_{\text{ret}} (x'_j, t - \frac{v}{c}) \right) = \epsilon_{ijk} \left[ \frac{\partial}{\partial x'} [\bar{f}] \right]_j \left( -\frac{\bar{r}}{y^2 c} \right)
\]

\[
= -\frac{1}{yc} (\bar{r} \times [\bar{f}]_i) = -\frac{1}{c} \left( \hat{r} \times [\bar{f}]_i \right).
\]

Thus \( \bar{B} = \frac{1}{c} \int \frac{-\hat{r} \times [\bar{f}]}{y^2} \, d\omega' + \frac{1}{c} \int \frac{-\frac{\hat{r}}{y} \times [\bar{f}]}{yc} \, d\omega' \).
\[ B = \frac{1}{c} \int \frac{[\mathbf{3}] \times \mathbf{A}}{r^2} \, dv' + \frac{1}{c^2} \int \frac{\mathbf{3} \times \mathbf{A}}{r} \, dv' \]

Comparing to p. 80, this is like the Biot-Savart Law using the retarded current \([\mathbf{3}]\) rather than \(\mathbf{3}\), plus a new term in \([\mathbf{3}] / r\) - the radiation field.

We give two forms for \(\mathbf{E} = -\nabla \phi - \frac{1}{c} \frac{\partial \mathbf{A}}{\partial t}\) by similar arguments.

First, \(\frac{\partial}{\partial t}\) acts only on \([\mathbf{3}] = \mathbf{j}(x, t - \frac{r}{c})\), so \(-\frac{1}{c^2} \frac{\partial \mathbf{A}}{\partial t} = -\frac{1}{c^2} \int \frac{[\mathbf{3}]}{r} \, dv'\)

Also, \(-\nabla \phi = -\int \frac{\nabla r}{r} \, dv' = -\int \mathbf{p} \, dv' - \int \frac{1}{r} \nabla r \, dv'\)

As before, \(\nabla r = \frac{\hat{r}}{r}\), while \(\nabla r = \nabla r(x', t' - \frac{r'}{c}) = \frac{\mathbf{3}(x', t' - \frac{r'}{c})}{c^2}\)

Thus \(\mathbf{E} = \int \frac{[\mathbf{3}] \times \mathbf{A}}{r^2} \, dv' + \frac{1}{c} \int \frac{[\mathbf{3}] \times \mathbf{A}}{r} \, dv' - \frac{1}{c^2} \int \frac{[\mathbf{3}]}{r} \, dv'\)

Again we have a leading term that is the retarded static field, plus correction terms.

We can go further.

We wish to use the continuity equation \(\nabla \cdot \mathbf{j} = -\mathbf{\rho}\) to say \([\mathbf{3}] = -\nabla' [\mathbf{3}]\)

But this is not quite right!

The retarded current density \([\mathbf{3}]\) depends on \(x'\) both directly, and implicitly through \(y\). The continuity equation relates only the derivative of the direct dependence of \(\mathbf{3}\) on \(x'\).

Thus, \(\nabla' [\mathbf{3}] = [\nabla' \mathbf{3}] + \frac{[\mathbf{3}]}{c} \frac{\partial}{\partial t} \frac{\mathbf{3}}{c}\)

\(\text{\textbullet\ Extra piece from implicit dependence via } r\).

Thus \(\frac{1}{c} \int \frac{[\mathbf{3}] \times \mathbf{A}}{r} \, dv' = -\frac{1}{c} \int \nabla \cdot [\mathbf{3}] \frac{\mathbf{A}}{r^2} \, dv' + \frac{1}{c^2} \int \frac{[\mathbf{3}] \times \mathbf{A}}{r} \, dv'\)

The first integral can be transformed by looking at a component:

\(\frac{[\mathbf{3}]}{r} \big|_i = \frac{\partial [\mathbf{3}] \big|_k}{\partial x_k} \frac{r_i}{r^2} = \frac{\partial}{\partial x_k} \left( \frac{[\mathbf{3}] \big|_k}{r^2} \right) - [\mathbf{3}] \big|_k \frac{2}{x_k} \frac{r_i}{r^2}\)

\(-\frac{\partial}{\partial x_k} \left( \frac{[\mathbf{3}] \big|_k}{r^2} \right) + [\mathbf{3}] \big|_k - 2 \frac{\partial [\mathbf{3}] \big|_k}{\partial x_k} \frac{r_i}{r^2}\)

Using \(\frac{2}{x_k} \frac{r_i}{r^2} = -\frac{\delta_{ik}}{r^2} + \frac{2 y_i y_k}{r^4}\)

Note also that \([\mathbf{3}] - 2 (\mathbf{[3]} \cdot \mathbf{A}) \mathbf{A} = - ([\mathbf{3}] \cdot \mathbf{A}) \mathbf{A} + ([\mathbf{3}] \times \mathbf{A}) \times \mathbf{A}\)
WE USE GAUSS' THEOREM TO KILL OFF THE INTEGRAL OF THE FIRST TERM:

$$\int_{2} \left( \frac{[\vec{J} \cdot \vec{n}]}{r^2} \right) d\omega' = \int_{\text{surf}} \frac{[\vec{J} \cdot \vec{n}]}{r^2} \to 0 \text{ for a surface beyond all currents}.$$ 

WE NOW HAVE ALL THE PIECES TO CALCULATE $\vec{E}$:

$$\vec{E} = \int \left[ \frac{[p] \vec{n}}{y^2} \right] d\omega' + \frac{1}{c} \int \frac{2([\vec{E} \cdot \vec{n}] \vec{n} - [\vec{J} \cdot \vec{n}])}{r^2} \cdot d\omega' + \frac{1}{c^2} \int \frac{([\vec{J} \cdot \vec{n}] \vec{n} - [\vec{J} \cdot \vec{n}]) \times \vec{n}}{r} \cdot d\omega'$$

$$= \int \left[ \frac{[p] \vec{n}}{y^2} \right] d\omega' + \frac{1}{c} \int \frac{([\vec{J} \cdot \vec{n}] \vec{n} + ([\vec{J} \cdot \vec{n}] \vec{n}) \times \vec{n})}{y^2} \cdot d\omega' + \frac{1}{c^2} \int \frac{([\vec{J} \cdot \vec{n}] \vec{n} - [\vec{J} \cdot \vec{n}]) \times \vec{n}}{r} \cdot d\omega'.$$

THE FIRST TERM IS THE RETARDED VERSION OF THE STATIC FIELD; THE THIRD TERM IS THE RADIATION FIELD. WHAT IS THE SECOND TERM?

REMARK: IT'S NOT OBVIOUS, BUT FOR STATICS, WHERE $\vec{E} \cdot \vec{n} = 0$, THEN $\int \frac{2([\vec{E} \cdot \vec{n}] \vec{n} - [\vec{J} \cdot \vec{n}])}{r^2} \cdot d\omega' = 0$.

This is, we recover the correct forms in the static limit.

**Near Zones**

If we are in a situation where $y$ is small over the whole volume of the source, then $[p] \to p$, $[\vec{J}] \to \vec{J}$, and only the $\frac{1}{y^2}$ terms above survive. This is a very complicated way of recovering the static solutions. i.e., $\frac{1}{y^2} \gg \frac{1}{y}$ if $y$ is small.

**Far Zones**

Of great interest are the $\frac{1}{y}$ terms—which dominate when the observer is far from the region of the sources.

These are the so-called far-zone or radiation fields which we wish to associate with electromagnetic waves.

It is useful to note the extreme limit, when $y$ is so large that we can regard it as a constant compared to the volume of the sources: then

$$\vec{E}_{\text{rad}} \sim \frac{1}{c^2 y} \int [\vec{J}] d\omega' \times \vec{n},$$

$$\vec{E}_{\text{rad}} \sim \frac{1}{c^2 y} \left[ \int [\vec{J}] d\omega' \right] \times \vec{n} = \vec{E}_{\text{rad}} \times \vec{n}.$$ 

Further, if we set $\vec{A}_{\text{rad}} \sim \frac{1}{c y} \int [\vec{J}] d\omega'$,

then,

$$\vec{B}_{\text{rad}} \sim \frac{1}{c} \vec{A}_{\text{rad}} \times \vec{n},$$

$$\vec{E}_{\text{rad}} \sim \frac{1}{c} (\vec{A}_{\text{rad}} \times \vec{n}) \times \vec{n}.$$ 

So $\vec{E}_{\text{rad}} \parallel \vec{B}_{\text{rad}}$, and $\vec{E}_{\text{rad}}, \vec{B}_{\text{rad}}$ and $\vec{n}$ are all orthogonal.

**Note also:**

$$\vec{E}_{\text{rad}} = \vec{\Phi}_{\text{rad}} - \frac{1}{c} \vec{A}_{\text{rad}}.$$ 

Lorentz $\vec{E}_{\text{rad}}$: $\vec{E}_{\text{rad}} = -\frac{1}{c} \frac{d}{dt} \vec{A}_{\text{rad}}$.

Wave with $\omega, k, \vec{E}$:

$$i k \vec{n} \vec{A}_{\text{rad}} \equiv i \frac{\omega}{c} \vec{A}_{\text{rad}}.$$ 

$$\vec{E}_{\text{rad}} = \frac{k}{c} (\vec{A}_{\text{rad}} - \frac{\omega}{c} \vec{A}_{\text{rad}}).$$ 

$$\vec{E}_{\text{rad}} = \frac{2}{c} (A_{x} \vec{n} \times \vec{A}_{rad}) - \frac{\omega}{c} \frac{\vec{A}_{rad}}{c}.$$ 

$$\int \vec{E}_{\text{rad}} = \frac{2}{c} (A_{x} \vec{n} \times \vec{A}_{rad}) - \frac{\omega}{c} \frac{\vec{A}_{rad}}{c}.$$ 

$$\int \frac{\vec{E}_{\text{rad}}}{c} = \frac{2}{c} (A_{x} \vec{n} \times \vec{A}_{rad}) - \frac{\omega}{c} \frac{\vec{A}_{rad}}{c}.$$
**Simple Interpretation of the Radiation Field**

We may rewrite

\[ E_{\text{rad}} = \frac{1}{c} \left( \hat{A}_{\text{rad}} \times \hat{a} \right) \times \hat{a} = \frac{1}{c} \left[ (\hat{a} \cdot \hat{A}_{\text{rad}}) \hat{a} - \hat{A}_{\text{rad}} \right] = -\frac{\dot{A}_{\text{rad}}}{c} \]

where \( \hat{a}_\perp = \hat{a} - (\hat{a} \cdot \hat{a})\hat{a} \) is the component of \( \hat{a} \) \perp to \( \hat{a} \).

Then, since \( \hat{A}_{\text{rad}} \propto \frac{1}{c^2} \int [\vec{j}] \, dl\parallel \),

\[ E_{\text{rad}} \propto -\frac{1}{c^2} \int [\vec{j}]_\perp \, dl\parallel . \]

It is instructive to consider the limit where the current \( \vec{j} \) is due to a single moving charge. Then \( \vec{j} \, dl\parallel \rightarrow q \vec{u} = q \hat{u} \)

Then [so long as \( \vec{u} \ll c \)] we have

\[ E_{\text{rad}} = -\frac{q}{c^2} \left[ \vec{u}_\perp \right] = -\frac{q}{c^2} [\hat{a}_\perp] \quad (\hat{a} = \vec{u}) \]

The radiated electric field varies as the transverse component of the charge's acceleration. This gives both the magnitude and direction (polarization) of the field \( \vec{E} \). Then \( \vec{E}_{\text{rad}} = \hat{u} \times \vec{E}_{\text{rad}} \).

This is the result anticipated on p.141, Lecture 12.

**Example** A point charge is initially at rest. Then it is accelerated through distance \( ax \) in time \( at \), after which the charge has velocity \( c \hat{u}, \hat{u} \ll c \).

The transition region between the initial and final electrostatic solutions has thickness \( c/\hat{u} \), and moves outward at velocity \( c \).

In this thin layer \( \vec{E} \) has a component \( \perp \) to the line to the charge.

All the lines which cross element \( \gamma d\hat{\theta} \)

then cross the rad which is \( c \hat{u} \) wide.

\[ E_{\text{rad}} \text{ (static)} = \frac{q \gamma \hat{\theta}}{c \gamma \hat{\theta}} \]

By geometry as shown, \( \hat{\theta} = \frac{u \tan \gamma}{c} = \frac{u \tan \gamma}{c} \)

so \( E_{\text{rad}} = \frac{q \tan \gamma}{c^2} \) using \( u = c \hat{u} \).

**Note:** This derivation assumes \( c \) of moving charge = static if \( u \ll c \).
It is striking that the radiation fields can be derived entirely from the vector potential, with no mention of the scalar potential \( \phi \) at all. Of course this has to do with the Lorentz gauge relation \( \nabla \cdot \mathbf{A} = -\frac{1}{c^2} \frac{\partial \phi}{\partial t} \).

The radiation fields carry energy away from the source.

The energy density is \( U_E = \frac{E^2}{8\pi} = U_B = \frac{B^2}{8\pi} \); \( U_{\text{total}} = U_E + U_B \)

and the flow of energy is described by the pointing vector:

\[
\mathbf{S} = \frac{c}{4\pi} \mathbf{E} \times \mathbf{B} = \frac{c}{4\pi} (\mathbf{\hat{r}} \times \mathbf{A}) \times \mathbf{B} = \frac{c}{4\pi} \mathbf{B}^2 \mathbf{\hat{r}} = c U_{\text{total}} \mathbf{\hat{r}}
\]

and since \( B \approx \frac{1}{r} \), \( \mathbf{S} \approx \frac{\mathbf{\hat{r}}}{r^2} \).

Thus, the flowing energy obeys energy conservation as the spherical wave expands.

A more detailed description of the flow of energy concerns the power radiated into an element of solid angle:

\[
\text{d}P = \mathbf{S} \cdot \text{d}\mathbf{\hat{A}} \text{area} = \text{energy crossing } \text{d}\mathbf{\hat{A}} \text{area per unit time}
\]

\[
= \frac{c}{4\pi} \mathbf{B}^2 \mathbf{\hat{r}} \cdot \text{d}\mathbf{\hat{A}} \text{area} = \frac{c}{4\pi} \mathbf{B}^2 \text{ d}S \Omega
\]

or \( \frac{\text{d}P}{\text{d}S \Omega} = \frac{c}{4\pi} \mathbf{B}^2 \mathbf{\hat{r}}^2 \).

But since \( B \approx \frac{1}{r} \), \( \frac{\text{d}P}{\text{d}S \Omega} \) is independent of \( r \)!

(it depends on the angle in general.)

If we note that \( \mathbf{B} \approx \frac{1}{c^2} \mathbf{\hat{A}} \times \mathbf{\hat{r}} \approx \frac{1}{c^2 r^3} \int [\mathbf{\hat{A}} \times \mathbf{\hat{r}}] \text{ dvol} \)

Then \( \frac{\text{d}P}{\text{d}S \Omega} \approx \frac{1}{4\pi c^3} \left[ \int [\mathbf{\hat{A}} \times \mathbf{\hat{r}}] \text{ dvol} \right]^2 \)
RADIATION FROM HARMONICALLY VARYING SOURCES

A CASE OF GREAT PRACTICAL INTEREST IS WHEN THE CHARGES AND CURRENTS VARY SINUSOIDALLY:

\[ p = p_0 e^{i\omega t} \quad \mathbf{J} = \mathbf{J}_0 e^{i\omega t} \]

Then \[ \mathbf{F} = i\omega \varepsilon_0 \varepsilon_0 \mathbf{J} = -i\omega \varepsilon_0 \varepsilon_0 \mathbf{J}_0 e^{i(\omega t - \omega r/c)} = -i\omega \varepsilon_0 \varepsilon_0 \mathbf{J}_0 e^{ikr - i\omega t} \]

Using \( K = \omega / c \).

The radiation potential is then \( \tilde{\mathbf{A}}_{\text{rad}} = \frac{1}{c} \int \frac{e^{i(kr - \omega t)}}{r} \mathbf{J}_0 \, d\omega \) \( \times \frac{n}{c^2} \int \mathbf{J}_0 \, d\omega \)

in which we assume that \( \lambda \gg \text{size of the source} \).

Can we justify bringing the factor \( e^{ikr} \) outside as well?

Recall that \( k = \frac{2\pi}{\lambda} \) where \( \lambda \) = wavelength of the radiation.

So if the source is large compared to \( \lambda \), \( e^{ikr} \) varies a lot as we integrate over the source. Hence we can bring out the \( e^{ikr} \) only if \( \lambda \gg \text{size of the source} \).

This second approximation might be called the 'dipole approximation', as we would only calculate radiation from the oscillation of the electric dipole moment of the source when we use it. (See the homework set). However, even in the general case we can proceed as follows:

\[ r = |\mathbf{r} - \mathbf{r}'| - \mathbf{r}' \cdot \hat{n} \]

where \( \hat{n} = \frac{\mathbf{R}}{R} \),

[\Mathbf{obs.} \mathbf{F} = \mathbf{R} - \mathbf{F}' \]

so \( e^{iKr} = e^{iK\mathbf{R} \cdot \hat{n}} = e^{iK \mathbf{R} \cdot \hat{n}} \), \((k = \mathbf{k}_n)\).

Then \( \tilde{\mathbf{A}}_{\text{rad}} = e^{i(kr - \omega t)} \int \frac{e^{-iK \mathbf{R} \cdot \hat{n}}}{cR} \mathbf{J}_0 \, d\omega \mathbf{v}_0 = \mathbf{A}_0 e^{i(\omega t - kr)} \)

Again we note the presence of the **spherical wave**.

Then \( \mathbf{E} = \frac{1}{c} \dot{\mathbf{A}}_{\text{rad}} \times \hat{n} = -i\omega \mathbf{A}_0 \mathbf{x} \times \hat{n} = i\mathbf{E}_0 \mathbf{A}_0 \mathbf{x} \times \hat{n} \)

\[ \mathbf{E} = \mathbf{B} \times \hat{n} \quad \Rightarrow \quad \mathbf{E}_0 = i(\mathbf{E}_0 \mathbf{A}_0 \mathbf{x} \times \hat{n}) \times \hat{n} \]
The time averaged radiated power is

\[ \frac{dP_R}{d\omega} = \frac{1}{4\pi c^3} \left\langle \left| \int \hat{V} \times \hat{\mathbf{E}} \cdot d\omega \right|^2 \right\rangle \] 

These expressions are useful for making detailed calculations of the radiation from known current distributions - such as in broadcasting antennas.

**Fourier Analysis of Arbitrary Current Distributions**

The harmonic analysis given above has additional utility because currents and fields of arbitrary time dependence can be synthesized out of the Fourier components:

\[ \hat{E} = \int \mathbf{E}_0 e^{-i\omega t} dw, \quad \hat{B} = \int \mathbf{B}_0 e^{-i\omega t} dw, \quad \hat{\mathbf{J}} = \int \mathbf{J}_0 e^{-i\omega t} dw \ldots \]

We now face a subtlety: Does it follow that the radiated power from a general source is just

\[ \frac{dP_R}{d\omega} = \int \frac{dP}{d\omega} e^{-i\omega t} dw \quad \text{with} \quad \frac{dP}{d\omega} \quad \text{as above?} \]

Sorry. Fourier analysis doesn't work quite this nicely!

Recall from p 179 that

\[ \frac{dP}{d\omega} = \frac{1}{4\pi c^3} \left| \int \hat{V} \times \hat{\mathbf{E}} \cdot d\omega \right|^2 \]

or

\[ \frac{dP}{d\omega} = f(t)^2, \quad \text{where} \quad f(t) \quad \text{can be analysed:} \quad f(t) = \int f_0 e^{-i\omega t} dw \]

so

\[ \frac{dP}{d\omega} = \int \int f_0 f_0^* e^{-i(\omega t + \omega')t} \cdot d\omega, \quad \text{which is not very useful.} \]

But Mathematics gives us a partial consolation. We can make an interesting analysis of the total energy radiated over all times:

\[ \frac{dU}{dt} = \int \frac{dP}{d\omega} dt = \int \frac{f^2}{dt} dt = \int f dt \int f_0 e^{-i\omega t} dw \]

\[ = \int f_0 dw \int f e^{-i\omega t} dt = 2\pi \int f_0 f_0^* dw = 4\pi \int |f_0|^2 dw \]

Recall: \( f_0^* = f(\omega) \)
So if we define the frequency spectrum of the time-integrated intensity as:

\[ \frac{dU}{d\omega} = \int_0^\infty \frac{dU}{d\nu} d\nu \]

Then:

\[ \frac{dU}{d\omega} = 4\pi \left[ \frac{4\pi}{c^3} \left[ -i\nu \int j_\nu(x^\prime) e^{-i\mathbf{k} \cdot \mathbf{x}^\prime} d\omega^\prime \right] \right]^2 \]

\[ = \frac{\nu^2}{c^3} \left[ \int j_\nu(x^\prime) e^{-i\mathbf{k} \cdot \mathbf{x}^\prime} d\omega^\prime \right]^2 \]

We can also note that:

\[ j_\nu = \frac{i}{2\pi} \int j_\nu(x^\prime) e^{i\mathbf{k} \cdot \mathbf{x}^\prime} d\mathbf{x}^\prime \]

So:

\[ \frac{dU}{d\omega} = \frac{\nu^2}{4\pi^2 c^3} \left[ \int j_\nu(x^\prime) e^{i\mathbf{k} \cdot \mathbf{x}^\prime} d\mathbf{x}^\prime d\omega^\prime \right]^2 \]

This latter form will prove to be useful even for currents involving charges moving with \( \mathbf{v} \).

In any case, we have accomplished the task of resolving a pulse of radiation into its frequency components.

**Plane Waves and Spherical Waves**

We have had occasion to emphasize the special utility of both sinusoidal plane waves and spherical waves. We have intimated that a general wave can be built up out of a superposition of either type of wave.

In particular, a plane wave should be expressible in terms of spherical waves. It turns out that:

\[ e^{i(kz-ut)} = e^{-ik\nu \omega} e^{-iut} = \sum \frac{i^l}{l!} \left( 2t + i \right)^l J_l(kr) P_l(\nu \theta) e^{-iut} \]

where \( J_l(kr) \) is a so-called spherical Bessel function.

For \( kr \) large, the expansion is approximately:

\[ e^{i(kz-ut)} \sim \sum \frac{i^l}{l!} \left( \frac{e^{i(kz-ut)}}{r} - \left(-i\right)^l \frac{e^{-i(kz+ut)}}{r} \right) \frac{2l+1}{2l} P_l(\nu \theta) \]

which is a sum of incoming and outgoing harmonic spherical waves.
Such expansions arise in scattering problems in which a plane wave is incident on a small object, leading to secondary spherical waves.

In this course we will not make use of such a detailed expression as that given above...

**Example** The electrostatic field of a point charge

The field of a point charge has spherical symmetry. Suppose nonetheless we try to describe it in terms of plane waves!

It's easiest to start with the potential: \( \phi = \frac{q}{r} = \int \Phi(\mathbf{r}) e^{-i(kr - \omega t)} \frac{d^3 \mathbf{k}}{(2\pi)^3} \)

By hypothesis. Since the potential is static, we can only do this for zero frequency "waves", \( \omega = 0 \). Then \( k \neq 0 \).

But for \( \Phi = \frac{1}{(2\pi)^3} \int \Phi(\mathbf{r}) e^{i \mathbf{k} \cdot \mathbf{r}} d^3 \mathbf{r} \), the Fourier inversion is

\[
\Phi(\mathbf{r}) = \int \Phi(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}} d^3 \mathbf{r} = \frac{4\pi}{k^2} \int_0^\infty \frac{\sin kr}{kr} e^{ikr} dk
\]

\[
= -\frac{4\pi q}{k^2} \left. \frac{\sin kr}{r} \right|_0^\infty = \frac{4\pi q}{k^2}
\]

Ignoring the oscillations as \( r \to 0 \)

\[
\[ \text{If you don't like this calculation, note that } \nabla^2 \phi = -4\pi q \delta^3(\mathbf{r}), \]
\]

And the Fourier coefficients of \( \nabla^2 \Phi \) are \( -k^2 \times \) those of \( \Phi \).

Then \( \mathbf{E} = -\nabla \phi = -\nabla \frac{4\pi q}{k^2} \int \frac{e^{i \mathbf{k} \cdot \mathbf{r}}}{k} d^3 \mathbf{r} = -4\pi i q \int \frac{\mathbf{k} \cdot e^{i \mathbf{k} \cdot \mathbf{r}}}{k^2} \frac{d^3 \mathbf{k}}{(2\pi)^3} \)

\[
= -4\pi i q \int \frac{\mathbf{r} \cdot e^{i \mathbf{k} \cdot \mathbf{r}}}{k} \frac{d^3 \mathbf{k}}{(2\pi)^3}
\]

Thus we may say that the static Coulomb field of a point charge is composed of longitudinal plane waves of zero frequency.