INTRODUCTION TO WAVES (LECTURES 11-14 CORRESPOND TO)
BECKECER CHAPTER DII

WAVES IN FREE SPACE

In the remainder of the course we explore some of the riches of time-dependent electro-magnetic phenomena. The term 'electro-magnetic' reminds us that Maxwell's equations for time-dependent fields link the electric and the magnetic fields, and hence forth we will always consider the two together.

We defer for a while the question of how the fields are related to notions of the charges which cause them. Following Faraday and Maxwell we consider the fields in their own right, free from their sources. Initially we consider the fields in empty space... Then Maxwell tells us

$$\nabla \cdot \vec{E} = 0 \quad \nabla \times \vec{B} = 0$$

$$\nabla \times \vec{E} = -\frac{1}{c^2} \frac{\partial \vec{B}}{\partial t} \quad \nabla \times \vec{B} = \frac{1}{c^2} \frac{\partial \vec{E}}{\partial t}$$

Hence

$$\nabla \times (\nabla \times \vec{E}) = \frac{1}{c^2} \frac{\partial }{\partial t} \nabla \times \vec{B} = \frac{1}{c^2} \frac{3\vec{E}}{2t^2}$$

n

$$\nabla (\nabla \cdot \vec{E}) - \nabla^2 \vec{E}$$

So

$$\nabla^2 \vec{E} - \frac{1}{c^2} \frac{3\vec{E}}{2t^2} = 0$$

Likewise

$$\nabla^2 \vec{B} - \frac{1}{c^2} \frac{3\vec{B}}{2t^2} = 0$$

We recognize these as wave equations in 3 dimensions.

That is, any component of \( \vec{E} \) which obeys

$$E_x = f(x-ct) + g(x+ct)$$

will satisfy the above equation.

Of course, \( c \) is wave velocity, although it was originally introduced as a dimensional constant in the expression for magnetostatic forces.

Since our wave equation has 3 spatial dimensions, other kinds of wave solutions are possible:

$$f(y-ct) \text{ or } f(z-ct) \text{ and even } f\left(\sqrt{\frac{x^2+y^2+z^2}{c^2}} - ct\right) \text{ are all solutions.}$$
Among the large variety of wave solutions, it is useful to focus our attention on a special class: the plane waves.

In these solutions, \( \vec{E} \) and \( \vec{B} \) take on constant values over a plane, but may take on a different value on another parallel plane.

Some geometry: if \( s \) is the perpendicular distance from the origin to the plane, then any point in the plane of \( s \):
\[
\hat{a} = \text{unit vector along the direction } s,
\]
Then
\[
\vec{E}(\vec{r},t) = \vec{E}(s-ct) = \vec{E}(\vec{r} - \hat{a} - ct),
\]
\[
\vec{B}(\vec{r},t) = \vec{B}(\vec{r} - \hat{a} - ct).
\]

Are the plane wave solutions. A plane of constant field moves in the \( \hat{a} \) direction with velocity \( c \).

A very important property of the plane waves is that the fields are transverse to the direction of motion, and further, that \( E \) is \( \perp \) to \( B \).

We demonstrate this supposition: \( \hat{a} \perp \hat{e} \).

First consider \( \vec{E}(\vec{r},t) \). The idea of the plane wave is that \( \vec{E} \) is then independent of \( x \) and \( y \).

Now
\[
\vec{\nabla} \cdot \vec{E} = \frac{\partial E_x}{\partial x} + \frac{\partial E_y}{\partial y} + \frac{\partial E_z}{\partial z} = \frac{\partial E_z}{\partial z} = 0,
\]

\( E_z \) is independent of \( z \)!

Also
\[
\frac{\partial E_z}{\partial t} = c(\nabla \times \vec{B})_z = c \left( \frac{\partial B_y}{\partial x} - \frac{\partial B_x}{\partial y} \right) = 0,
\]

so \( E_z \) is also independent of time.

Thus \( E_z \) does not really participate in wave motion.

Similarly for \( B_z \).

Only transverse fields can show time-dependent wave motion.

Furthermore:
\[
\frac{1}{c} \frac{\partial E_x}{\partial t} = (\vec{\nabla} \times \vec{B})_x = \frac{\partial B_y}{\partial y} - \frac{\partial B_x}{\partial x} = -\frac{\partial B_y}{\partial x}
\]
so if \( E_x = f(x-ct) \),
\[
\frac{1}{c} (-c f') = -\frac{\partial B_y}{\partial x} \Rightarrow B_y = f = E_x
\]
Likewise \( \frac{1}{c} \frac{dE_y}{dt} = (\vec{v} \times \vec{B})_y \Rightarrow -B_k = E_y \)

This may be summarised as \( \vec{E} = \vec{B} \times \vec{v} \).

So, of course, \( \vec{E} \cdot \vec{B} = 0 \) and \( |E| = |B| \).

A Sketch of How it Works

We give an idealised example of how we might generate a plane wave.

Suppose we have two infinite sheets of charge lying in the plane \( z = 0 \), one has charge density \( +s \), the other \( -s \). At \( t = 0 \), we begin moving the \( +s \) sheet in the \(-x\) direction with velocity \( u \).

Then the moving charge causes a magnetic field. By Ampere's law we conclude that \( \vec{B} = \vec{B}_0 \)

with \( \frac{d}{dt} B_y = \frac{4\pi}{C} \) I crossing length \( Ay = \ell = \frac{4\pi}{C} \) \( \ell u \)

or \( \vec{B} = \frac{2\pi}{C} \ell u \)

Now this really makes sense only if the current has been flowing forever. But we started the current at \( t = 0 \).

Maybe it takes a finite amount of time before the Ampere's law field is observed at \( z = 0 \). We imagine the region of non-zero \( \vec{B} \) field moves outwards with some velocity \( \vec{v} = v \hat{z} \)

(we \( \vec{v} = -u \hat{x} \) for \( z < 0 \).

But Faraday's law tells us that a changing \( \vec{B} \) field induces an electric field.

Consider a loop in the \( x-z \) plane as shown. The transition from \( \vec{B} = 0 \) to \( \vec{B} > 0 \) is moving across the loop with velocity \( u \).

Faraday: \( \oint \vec{E} \cdot d\vec{l} = -\frac{1}{C} \frac{d}{dt}\int \vec{B} \cdot d\vec{s} = -\frac{B_B u}{C} \)

Again, we expect \( \vec{E} = 0 \) on the loop outside the region where \( \vec{B} \neq 0 \) to maintain cause and effect.

So \( \oint \vec{E} \cdot d\vec{l} = -E_x \ell h \Rightarrow E_x = \frac{u}{C} B_y \)
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This argument holds anywhere inside the region of non-vanishing $\overline{E}$. Hence $\overline{E}$ is constant, there — and the boundary of the region of non-vanishing $\overline{E}$ also moves outwards at velocity $u$.

We can play the game again — now with a loop in the $y-z$ plane. Maxwell's 4th equation tells us

\[ \oint \overline{B} \cdot d\overline{A} = \frac{1}{c} \frac{d}{dt} \int \overline{E} \cdot d\overline{S} = \frac{V}{c} \overline{E}_x \overline{w} \]

so $B_y \cdot \overline{w}$ holds

Then $\overline{E}$ is perpendicular to $\overline{B}$ and $|\overline{E}| = |\overline{B}|$ also!

Suppose at sometime $t > 0$ we stop the motion of the charged sheet. Do the fields just vanish?

No! Of course, very near the sheet the fields do go away. But it takes a finite amount of time for the message to propagate that the charges have stopped moving. We expect a sort of 'wave front' which moves outwards at velocity $c$. But this leaves a region of non-vanishing $\overline{E}$ and $\overline{B}$ which is no longer connected to the charges.

This region seems to have a life of its own — continuously creating new field at its leading edge, and destroying field at its trailing edge.

All described by Maxwell's equations!

**Harmonic Plane Waves**

Waves with oscillatory time dependence are clearly of great interest: $\overline{E} = \overline{E}(y) e^{-i\omega t} \quad [\overline{E}(y) \text{ is complex}]$

For a plane wave $\overline{E} = \overline{E}(\overline{r}, \overline{A} - ct)$ to be oscillatory we write $\overline{r} = \overline{k} \bar{y}$ $\overline{k} = k \hat{A}$

\[ \overline{E} = \overline{E}_0 e^{i(\overline{k} \cdot \overline{r} - \omega t)} \quad \text{with} \quad \overline{E}_0 \text{ a constant vector obeying } \overline{E}_0 \overline{k} = 0 \]

[$\overline{E}_0$ is complex in general]
Likewise \( \mathbf{B} = \mathbf{B}_0 e^{i(k \mathbf{r} - \omega t)} \)

and \( \mathbf{B}_0 = \hat{n} \times \mathbf{E}_0 = \mathbf{E}_x \mathbf{E}_y \)

We of course mean \( \mathbf{E} = Re \left\{ \mathbf{E}_0 e^{i(k \mathbf{r} - \omega t)} \right\} \) etc.

This notation allows the possibility that \( \mathbf{E}_0 \) is complex; which is quite useful, and perhaps initially confusing.

For example, suppose \( \hat{\mathbf{C}} = \hat{\mathbf{z}} \)

Then if \( \mathbf{E}_0 = E_0x \hat{x} + E_0y \hat{y} \)

we really mean \( \mathbf{E} = E_0x \hat{x} \cos(kz - \omega t) + E_0y \hat{y} \cos(kz - \omega t + \theta) \)

A BOUNDED SOURCE CANNOT EMIT A UNIPOLAR PULSE

The pedagogic example on pp. 124-125 provides an example of how a ONE-DIMENSIONAL wave can be unipolar, we found \( E_y, B(z-c t) \) where \( E_x \geq 0, B_y \geq 0 \) everywhere.

However, this is not possible for THREE-DIMENSIONAL waves, with the realistic constraint that the source of the waves lies within a bounded volume.

First, we deduce that far from the source, taken to be near the origin, wave fields \( \mathbf{E} \) and \( \mathbf{B} \) fall off as \( 1/r \). This follows from energy conservation:

\[
\int_{\text{sphere of radius } r} \mathbf{S} \cdot d\text{area} \rightarrow \frac{E_0 B_0}{4\pi} r^2 \rightarrow \text{constant for large } r
\]

Since \( |\mathbf{E}| = |\mathbf{B}| \) for wave fields (far from the source \( \Rightarrow \) essential like plane waves in any local region), we must have

\[
E_{\text{wave}} = B_{\text{wave}} \frac{1}{r} \text{ (Larmor)}
\]

This contrasts with static fields, whose leading behavior far from a BOUNDED SOURCE is (recall the multipole expansions)

\[
E_{\text{static}} \sim \frac{1}{r^2}, \quad B_{\text{static}} \sim \frac{1}{r^3}
\]

Suppose, now, that a wave field were unipolar. This means \( \int \mathbf{E}(\mathbf{r} + \mathbf{t}) dt \neq 0 \) at points \( \mathbf{r} \) far from the source.
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WE COULD MAKE A FOURIER ANALYSIS OF THIS WAVE:

\[ E(\vec{r}, \omega) = \int E(\vec{r}, \xi) e^{i \omega \xi} d\xi. \]

IN PARTICULAR, WE WOULD OBTAIN A NONZERO VALUE AT ZERO FREQUENCY:

\[ E(\vec{r}, \omega=0) = \int E(\vec{r}, \xi) d\xi \neq 0. \]

BUT THE ZERO FREQUENCY "WAVE" IS ACTUALLY A STATIC SOLUTION TO MAXWELL'S EQUATIONS. HENCE, IT CANNOT FALL OFF AS \( \sqrt{\omega} \) AS WAS ASSUMED.

BY CONTRADITION, WE CONCLUDE THAT ALL 3-D WAVES OBEY

\[ \int E(\vec{r}, \xi) d\xi = 0. \]

POSSIBLE \( \vec{E} \) \( \rightarrow \) IMPOSSIBLE!

POLARIZATION

THE BEHAVIOR SYMBOLIZED BY THE COMPLEX VECTOR \( \vec{E}_0 \) IS CALLED THE POLARIZATION OF THE WAVE.

CLEARLY THE SIMPLEST CASE IS \( \vec{E}_0 = E_0 \hat{\mathbf{A}} \) WITH \( E_0 \) REAL AND \( \hat{\mathbf{A}} \perp \hat{\mathbf{r}} \). THIS IS CALLED LINEAR POLARIZATION. FOR WAVES IN A GIVEN DIRECTION THERE ARE 2 INDEPENDENT POSSIBILITIES FOR LINEARLY POLARIZED WAVES. BUT LONGITUDINALLY POLARIZED WAVES ARE NOT POSSIBLE. (THE STATIC FIELD OF A POINT CHARGE MAY BE SAID TO HAVE LONGITUDINAL ELECTRIC POLARIZATION. \( \vec{E} = 0 \) THEN OF COURSE).

NEXT IN ORDER OF COMPLEXITY ARE CIRCULARLY POLARIZED WAVES:

\[ \vec{E}_0 = E_0 (\hat{x} \pm iz \hat{y}) = E_0 (\hat{x} \pm i \hat{y}) \]

SO \( \vec{E} = E_0 (\cos (kz - \omega t) \hat{x} \mp \sin (kz - \omega t) \hat{y}) \)

AT A FIXED POINT SUCH AS \( z = 0 \), \( \vec{E}_{z=0} = E_0 (\cos \omega t \pm \sin \omega t) \hat{y} \)

AND \( \vec{E} \) APPEARS TO ROTATE IN THE \( x-y \) PLANE AT ANGULAR VELOCITY \( \omega \). \( |\vec{E}| = \text{const.} \)

THE GENERAL CASE IS ELLIPTICAL POLARIZATION

\[ \vec{E}_0 = E_{0x} \hat{x} + E_{0y} \hat{y} \]

AT \( z = 0 \), \( \vec{E} \) BEHAVES LIKE

\[ \theta \]
TRICKY TERMINOLOGY: RIGHT-HANDED CIRCULAR POLARIZATION \( \mathbf{E} \) VECTOR SWEEPS OUT A RIGHT-HANDED SPIRAL IN SPACE.

BUT AT A FIXED PLANE \( \perp \mathbf{A} \), \( \mathbf{E} \) MOVES CLOCKWISE WITH TIME.

---

Fig. 8.2 Linear light.

Fig. 8.3 Right circular light.

Fig. 8.4 Rotation of the electric vector in a right circular wave. Note that the rotation rate is \( \omega \) and \( kz = \pi/4 \).

Fig. 8.5 Right circular light.

---

THE MAGNETIC FIELD \( \mathbf{H} \) (OR \( \mathbf{B} \)) IS ALWAYS \( \perp \) TO \( \mathbf{E} \), AND IN PHASE WITH \( \mathbf{E} \) (SO LONG AS CONDUCTIVITY \( \sigma = 0 \)).
**Plane Wave Calculus**

It is useful to note some relations for the derivatives of harmonic plane waves:

\[
\mathbf{E} = E_0 e^{i(kz - wt)} \quad \frac{\partial \mathbf{E}}{\partial x} = i k E_y \quad \text{etc.}
\]

So the operator \( \nabla \) can be replaced by \( i \mathbf{k} \)

\[
\mathbf{\nabla} \cdot \mathbf{E} = 0 \quad \Rightarrow \quad i \mathbf{k} \cdot \mathbf{E} = 0 \quad \Rightarrow \quad \mathbf{E} = \mathbf{E} + \mathbf{k} \cdot \mathbf{E} \quad \text{etc.}
\]

Likewise \( \frac{\partial \mathbf{E}}{\partial t} = -i \omega \mathbf{E} \quad \text{etc.} \)

So \( \mathbf{\nabla} \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} \quad \Rightarrow \quad \mathbf{k} \times \mathbf{E} = \frac{i \omega}{c} \mathbf{B} = i k \mathbf{B} \)

and \( \mathbf{B} = \mathbf{k} \times \mathbf{E} \)

\[
\nabla^2 \mathbf{E} - \frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0 \quad \Rightarrow \quad -k^2 \mathbf{E} + \frac{\omega^2}{c^2} \mathbf{E} = 0 \quad \Rightarrow \quad \mathbf{E} = \mathbf{E} \quad \text{etc.}
\]

**Integrals of the Plane Waves are Useful, a la Fourier**

\[
E_x(z-c \cdot t) = \int_{-\infty}^{\infty} A(w) e^{i(kz - wt)} dw = \int_{-\infty}^{\infty} A(w) e^{i(wt - k \cdot \mathbf{z})} dw
\]

with \( A(w) = \frac{1}{2\pi} \int_{-\infty}^{\infty} E_x(-c \cdot t) e^{i\omega t} dt \quad \text{(from above at } t = 0) \)

So general waves can be built up out of harmonic plane waves.

**Energy and Momentum**

In lecture 10, we found we could define a field energy density

\[
u = \frac{dU}{dV} = \frac{1}{8\pi} \left( \mathbf{E} \cdot \mathbf{D} + \mathbf{B} \cdot \mathbf{H} \right)
\]

\[
= \frac{1}{8\pi} \left( \mathbf{E}^2 + \mathbf{B}^2 \right) \quad \text{in free space}
\]

When dealing with oscillatory waves, it is customary to average over a period. So if \( E \approx E_0 \cos(kz - wt) \)

\[
\langle E^2 \rangle = \frac{E_0^2}{2}
\]

and \( \langle \mathbf{E} \cdot \mathbf{B} \rangle = \frac{1}{16\pi} \left( E_0^2 + B_0^2 \right) = \frac{E_0^2}{8\pi} \quad \text{noting } E_0 = B_0
\]

The electric and magnetic parts of \( \langle \mathbf{E} \cdot \mathbf{B} \rangle \) are equal!
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We remark that if \( \vec{E} = \text{Re}\{ \vec{E}_0 \ e^{-i(\hat{k} \cdot \vec{r} - \omega t)} \} \) with complex \( \vec{E}_0 \)

then

\[
\langle \vec{E}^2 \rangle = \frac{\epsilon}{2} \text{Re}\{ \vec{E} \cdot \vec{E}^* \}
\]

which is often useful.

In lecture 10 we also obtained an expression for the flow of energy, described by Poynting's vector

\[
\vec{S} = \frac{c}{4\pi} \vec{E} \times \vec{H} = \frac{c}{4\pi} \vec{E} \times \vec{B}
\]

in free space

with \( \vec{B} = \hat{k} \times \vec{E} \) this is \( \vec{S} = \frac{c}{4\pi} \vec{E}^2 \hat{k} \)

and \( \langle \vec{S} \rangle = \frac{c}{8\pi} \langle \vec{E}^2 \hat{k} \rangle = \langle \omega \rangle \hat{k} \)

So the energy flow is indeed the energy density times the velocity of that density! Now the Poynting vector begins to make more sense.

\[
\langle \vec{S} \rangle = \frac{c}{8\pi} \text{Re}\{ \vec{E} \times \vec{H}^* \}
\]

Recall from lecture 10 that we made an additional interpretation of the Poynting vector:

\( \vec{P}_{\text{field}} = \frac{\vec{S}}{c^2} = \text{momentum density} \)

For our plane wave, we can also write \( \langle \vec{P}_{\text{plane}} \rangle = \frac{\langle \omega \rangle}{c} \hat{k} \)

Example A plane wave incident on a charge

We consider a linearly polarized plane wave. The electric field of the wave then shakles the charge with the oscillatory force

\[
F_x = q \vec{E} \cdot \omega \vec{t} = M \ddot{x} \Rightarrow \ddot{x} = \frac{q \omega E_0}{M} \sin \omega t
\]

which causes oscillatory motion along the \( x \) direction.

Then the magnetic field pushes on the moving charge with force

\[
\vec{F} = q \frac{\vec{v} \times \vec{B}}{c} = \frac{q \vec{v}}{c} \vec{E} \sin \omega t \Rightarrow \vec{v} = \frac{q \omega E_0}{M \omega^2} \sin \omega t
\]

Subtle: if a particle at rest is overtaken by a wave, it picks up a drift velocity

\[
\vec{v}_d = \frac{\vec{v}^2}{c} \frac{1}{2 \pi^2} \frac{1}{\omega} \text{ where } \frac{\vec{v}^2}{c^2} = \frac{1}{2 \pi^2} \frac{\langle \vec{E}^2 \rangle}{M^2 c^2}
\]

After the wave passes, \( \vec{v}_d \to 0 \) again.
Nonetheless, it is useful to note that for a plane wave \( B_0 = E_0 \)
\[
F_x = \frac{q_0 V_x E_x}{c} = \frac{F_x V_x}{c}
\]

But \( F_x V_x = \frac{dU}{dt} \) is the rate at which the field energy is transferred into kinetic energy of the charge.

Suppose we now have many charges, and they reside in some material which can dissipate the energy of the moving charges (a poor conductor).

Then the entire energy of the plane would eventually be absorbed by the material.

Thus \( \dot{P}_x = \frac{d\dot{P}_x}{dt} \) absorbed by the material = \( \frac{1}{c} \frac{dU}{dt} \) lost from wave.

i.e. we identify \( \dot{P}_x = \frac{1}{c} U_{wave} \) in the case of total absorption.

Which is exactly Poynting's result.

In the quantum view of electromagnetic waves, a single particle of light - the photon has

energy \( U \) and momentum \( P = \frac{h U}{c} \).

Again, completely consistent with Poynting's relations.

**Example: Black Body Radiation Pressure**

Suppose light is isotropically incident on a perfectly absorbing wall. This is the situation inside an idealized oven containing black body radiation in thermal equilibrium with the walls. (A black body is also a perfect emitter...)

We wish to calculate the pressure of the radiation incident on the wall.

\[
P = \frac{\text{Force}}{\text{Area}} = \frac{d\dot{P}_x}{dt} \frac{1}{\text{Area}}
\]

\[
d\dot{P}_x = \omega \Theta \cdot \text{Momentum of radiation which strikes the wall during } dt\]

\[
= \omega \Theta \cdot \frac{c}{dt} \cdot \omega \Theta \cdot \text{Area} \cdot \frac{c}{c} \cdot \frac{\text{Area}}{\text{dt}} \cdot \frac{1}{c} \text{Density of momentum}
\]

For isotropic incidence, all intervals of \( \omega \Theta \) are equally probable...
\[
\text{so } dP_{\text{total}} = \langle \omega \rangle \text{ area} \cdot dt \int_0^1 \omega^2 \, d\omega \theta = \frac{1}{3} \langle \omega \rangle \text{ area} \cdot dt
\]

\text{INTEGRATE OVER A HEMISPHERE}

\[
P = \frac{\langle \omega \rangle}{3}
\]

\text{for perfectly reflecting walls, the momentum transfer doubles so } P = \frac{2}{3} \langle \omega \rangle
\]

This may be compared with thermo dynamical relations

\[
P = n kT \quad n = \text{number of particles per unit volume}
\]

and \[
\langle \omega \rangle = n \left( \frac{kT}{2} \right) \quad \text{where } N = \text{# of degrees of freedom}
\]

For particles of light, which can move in 3 dimensions, there are 3 degrees of freedom \(\Rightarrow \langle \omega \rangle = \frac{3}{2} n kT = \frac{3}{2} P\)

On \(P = \frac{2}{3} \langle \omega \rangle\) corresponding to our result for reflective walls.

\text{A blackbody radiates as much as it absorbs, so the back pressure from the radiation is also } \langle \omega \rangle/3

\text{ EXAMPLE } E = mc^2

\text{We have a box initially at rest. Somehow the box emits light carrying total energy } \omega \text{ from the left wall such that the light heads for the right wall.}

\text{We now understand that the light carries momentum } p = \frac{\omega}{c}.

\text{To conserve momentum the box recoils to the left with velocity } v \text{ such that } M_{\text{box}} v = \frac{\omega}{c} \quad (v \ll c)

\text{After time } t = \frac{\omega}{c} \text{ the light hits the right wall and is absorbed,}

\text{which also stops the motion of the box. So the box has moved distance } d = v t = \frac{\omega^2}{M_{\text{box}} c^2}

\text{This is very odd. The box appears to be back in its original state - but its c.m. has moved.}

\text{Einstein remarked that the box has changed! Energy } \omega \text{ has been transferred from the right to the left wall.}

\text{If we write } M = \frac{\omega}{c^2} \text{ for that energy, then we see that the laws of mechanics are fully respected.}

\text{May we then write } E = mc^2 \text{ in general...}
EXAMPLE Angular momentum of a circularly polarized wave

A circularly polarized wave is incident on an absorbing material (as considered in the example on p. 128).

The electric field of such a plane wave propagating in the z direction is

\[ E = E_0 e^{i(kz - ut)} \pm E_0' e^{-i(kz - ut)} \]

\[ = Re \left[ E_0 (e^{i\phi} + e^{-i\phi}) e^{i(kz - ut)} \right] \]

Here we consider the case with \( e^{i\phi} \), which is called **left-handed circular polarization**.

At \( z = 0 \),

\[ E = E_0 e^{i(kz - ut)} - E_0' e^{-i(kz - ut)} \]

Consider the effect of this field on an electron in the absorber. Near \( z = 0 \) the electron is pushed in the x direction, but soon the field direction changes and starts pushing the charge in the y direction, etc.

The steady-state response of the electron is that it rotates in a circle with angular velocity \( \omega \), but with a possible lag in angle by some amount \( \theta \); if there is dissipation.

If so, then there is a torque on the charge

\[ \mathbf{T} = \mathbf{r} \times q \mathbf{E} = q v \mathbf{E} \times \mathbf{r} \]

Hence the field must be pouring angular momentum into the absorber!

It is also pouring energy in:

\[ \frac{dW}{dt} = N \omega = \omega \frac{dL}{dt} \]

Hence we identify \( L = \frac{\omega}{\omega} \) as the angular momentum given the absorber after energy \( U \) has been transferred.

For total absorption, we conclude

\[ L_{wave} = \frac{U_{wave}}{\omega} \]

Note that \( \mathbf{L} \) is in the yz direction. (for left-handed polarization)

Thus, \( \mathbf{L}_{wave} = \frac{U}{\omega} \mathbf{e} = \frac{P \mathbf{e}}{\omega} = \frac{P}{\omega} \mathbf{e} \)

where \( \mathbf{P} = \) wave momentum.

We compare again with the Q.M. relations for photons

\[ \frac{U}{\omega} \mathbf{e} = \frac{P}{\omega} \mathbf{e} \]

For circular polarization \( \mathbf{L} = \pm h \mathbf{e} \)
UNUSUAL SUPERPOSITIONS OF PLANE WAVES

We found that for a single plane wave that \( \mathbf{E} \perp \mathbf{B} \). Of possible rearrangements are waves with \( \mathbf{E} \parallel \mathbf{B} \), obtained by suitable superposition.

**Example** Add two circularly polarized traveling waves moving oppositely:

\[
\mathbf{A} = \frac{A_0}{2} \left[ \sin(kz - wt) + \sin(kz + wt) \right] \mathbf{\hat{x}} + \frac{A_0}{2} \left[ \cos(kz - wt) + \cos(kz + wt) \right] \mathbf{\hat{y}}
\]

Then \( \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{A}}{\partial t} = kA_0 \sin kzt \mathbf{\hat{x}} + kA_0 \cos kzt \mathbf{\hat{y}} \)

\( \mathbf{B} = \mathbf{\nabla} \times \mathbf{A} = \frac{\partial A_0}{\partial t} \mathbf{\hat{y}} + \frac{\partial A_0}{\partial z} \mathbf{\hat{x}} = kA_0 \sin kzt \mathbf{\hat{x}} + kA_0 \cos kzt \mathbf{\hat{y}} \)

At a fixed time \( \mathbf{E} \) and \( \mathbf{B} \) have a fixed ratio of magnitudes everywhere, and their direction varies along the \( z \)-axis in a helical fashion.

![Fixed t](image)

A closely related example is:

\[
\mathbf{A} = \frac{A_0}{2} \left[ \sin(kz - wt) - \sin(kz + wt) \right] \mathbf{\hat{x}} + \frac{A_0}{2} \left[ \cos(kz - wt) + \cos(kz + wt) \right] \mathbf{\hat{y}}
\]

\( \mathbf{E} = kA_0 \cos kzt \mathbf{\hat{x}} + kA_0 \cos kzt \mathbf{\hat{y}} \)

\( \mathbf{B} = kA_0 \sin kzt \mathbf{\hat{x}} + kA_0 \sin kzt \mathbf{\hat{y}} \)

At fixed time \( \mathbf{E} \) and \( \mathbf{B} \) point in the same direction, but their magnitudes vary with \( z \).

**Example** A suitable superposition of a single traveling wave and a constant field can also obey \( \mathbf{E} \parallel \mathbf{B} \).

\( \mathbf{E} = E_0 \left( 1 + \cos(kz - wt) \right) \mathbf{\hat{x}} - E_0 \sin(kz - wt) \mathbf{\hat{y}} \) satisfies \( \mathbf{E} \times \mathbf{B} = 0 \)

Even more amusing is

\( \mathbf{E} = E_0 \left( 1 + \cos \left[ e^{-kz - wt} \right] \right) \mathbf{\hat{x}} - E_0 \sin \left[ e^{-kz - wt} \right] \mathbf{\hat{y}} \)

\( \mathbf{B} = E_0 \sin \left[ e^{-kz - wt} \right] \mathbf{\hat{x}} - E_0 \left( 1 - \cos \left[ e^{-kz - wt} \right] \right) \mathbf{\hat{y}} \)

For \( \epsilon < 1 \) this becomes

\( \mathbf{E} \approx E_0 \left( 1 - \epsilon^2 \frac{z^2}{k^2} \right) \mathbf{\hat{x}} + E_0 e^{-kz - wt} \mathbf{\hat{y}} \)

\( \mathbf{B} \approx E_0 \epsilon e^{-kz - wt} \mathbf{\hat{x}} + E_0 \epsilon^2 e^{-2(kz - wt)} \mathbf{\hat{y}} \)


Fig. 4. Superposition of a static electric field and a Gaussian pulse that constitutes parallel electric and magnetic fields as shown by solid and broken arrows, respectively.