ENERGY CONSIDERATIONS

STORED 'MAGNETIC' ENERGY (BECKER Sect 55)

In electrostatics we found that the work required to assemble a charge distribution is

\[ U = \frac{1}{2} \oint \phi \, d\mathbf{w}. \]

We were able to transform this into a relation involving only the fields,

\[ U = \frac{1}{2\pi} \int \mathbf{E} \cdot \mathbf{D} \, d\mathbf{w}. \]  

(For linear dielectrics).

We turn now to the question of energy in situations where flowing currents have created magnetic fields. (We have already discussed the energy of permanent magnetic dipoles in external fields, p. 87)

On p. 87 we remarked how energy must be supplied to maintain steady currents in conductors of finite conductivity — due to the Joule heating. This energy is supplied by some source of e.m.f. such as a battery. We now show that as the batteries set the currents in motion, they do extra work beyond that lost to Joule heating. It is this extra term which we will call the magnetic energy.

As before, we call \( \bar{E}' \) the non-electromagnetic field created inside the source of e.m.f. which drives the current.

Then,

\[ \mathbf{j} = \sigma (\mathbf{E} + \mathbf{E}'). \]

Now \( \mathbf{E} \) is the result of the electric field, consisting of the electrostatic field \( -\nabla \phi \) and the induced field \( -\frac{\mathbf{E} \times \mathbf{A}}{\varepsilon_0} \) arising from the Faraday effect. \([\text{notion as slightly different than before.}] \)

The battery does work on the charges it moves at rate

\[ \frac{dU_{bat}}{dt} = \mathbf{E}' \cdot \mathbf{v} = \rho \mathbf{E}' \cdot \mathbf{v} = \mathbf{j} \cdot \mathbf{E}' \]  

per unit volume

\[ \mathbf{j} = \frac{\mathbf{E}^2}{\sigma} - \mathbf{j} \cdot \mathbf{E}, \]

noting \( \mathbf{E}' = \frac{\mathbf{E}}{\sigma} - \mathbf{E} \).

We identify the two terms as the rate of increase of magnetic energy,

\[ \frac{dU_{mag}}{dt} = -\mathbf{j} \cdot \mathbf{E} = \mathbf{j} \cdot \left( \nabla \phi + \frac{\mathbf{E} \times \mathbf{A}}{\varepsilon_0} \right), \]

[The first term is the Joule heating.\]
The first term, \( \vec{\nabla} \cdot \vec{\phi} \), does not appear to have much to do with magnetostatics. It is fortunate for our argument that it vanishes on integration over volume:

\[
\int \vec{\nabla} \cdot \vec{\phi} \, d\nu = \int \vec{\nabla} \cdot (\vec{\phi} \vec{d}) \, d\nu - \int \phi (\vec{\nabla} \cdot \vec{d}) \, d\nu = \int_0 \phi \, d\vec{s} = 0 \quad \text{for a surface at } \infty.
\]

We have set \( \vec{\nabla} \cdot \vec{d} = 0 \) above, which strictly holds only in magnetostatics. But in building up our final current distribution, we suppose that the changes occur so slowly that \( \vec{\nabla} \cdot \vec{d} \approx 0 \) at all times.

We are left with

\[
\frac{d\text{mag}}{dt} = \frac{1}{C} \int \vec{\nabla} \cdot \vec{d} \, d\nu.
\]

We integrate this over time, noting that if \( \vec{\nabla} \cdot \vec{d} \approx 0 \) always then

\[
\vec{A} = \frac{1}{C} \int \vec{d} \, d\nu,
\]

so

\[
\int \vec{\nabla} \cdot \vec{d} \, d\nu = \frac{1}{C} \int \vec{A} \cdot \vec{d} \, d\nu = \frac{1}{C} \int \vec{A} \cdot \vec{d} \, d\nu = \frac{1}{C} \int \vec{A} \cdot \vec{d} \, d\nu.
\]

Hence,

\[
\text{U_{mag}} = \frac{1}{2C} \int \vec{J} \cdot \vec{A} \, d\nu.
\]

This may be converted to an integral of the fields only by noting

\[
\vec{\nabla} \times \vec{A} = \frac{\mu_0 \vec{J}}{C} \quad \text{supposing} \quad \frac{\partial \vec{E}}{\partial t} \approx 0
\]

then

\[
\text{U_{mag}} = \frac{1}{8\pi} \int (\vec{\nabla} \times \vec{H}) \cdot \vec{A} \, d\nu = \frac{1}{8\pi} \int \vec{\nabla} \cdot (\vec{H} \times \vec{A}) \, d\nu + \frac{1}{8\pi} \int \vec{H} \cdot \vec{\nabla} \vec{A} \, d\nu - \frac{1}{8\pi} \int \vec{H} \cdot \vec{A} \, d\nu.
\]

So

\[
\text{U_{mag}} = \frac{1}{8\pi} \int \vec{B} \cdot \vec{H} \, d\nu.
\]

These relations have been obtained supposing the currents and fields vary slowly with time. We will shortly relax this constraint, finding the same forms hold in general.
ENERGY in CIRCUITS - INDUCTANCE (Becker Chapter XIV)

We consider our energy relation,

\[ U_{mag} = \frac{1}{2} \int \vec{B} \cdot d\vec{A} \]

In situations where all the current flows in circuits.

Suppose there is only a single circuit containing current \( I \).

Then \( \vec{A} = \frac{1}{2} \int \frac{\vec{B}}{c} \cdot d\vec{l} \)

So \( U_{mag} = \frac{1}{2c^2} \int \frac{\vec{B} \cdot d\vec{l} \cdot d\vec{l}'}{c} \)

\[ \text{Both integrals around the same circuit.} \]

This is usually written

\[ U_{mag} = \frac{1}{2} L I^2 \text{ or } \frac{1}{2} L_1 L_2 I_1^2 \]

Where \( L = \frac{1}{c^2} \int \int \frac{d\vec{l} \cdot d\vec{l}'}{c} = \text{INDUCTANCE (or SELF-INDUCTANCE)}. \)

The inductance is a property of the geometry of the circuit.

Its dimensions are length \( \text{m} \cdot \text{amp} \cdot \text{sec}^2 \) in Gaussian units.

If we have two circuits, carrying currents \( I_1 \) and \( I_2 \)

We consider only the energy due to the effect of one circuit on the other:

\[ U_{interaction} = \frac{1}{2c} \int \vec{B}_1 \cdot d\vec{A}_2 \cdot d\vec{l}_1 + \frac{1}{2c} \int \vec{B}_2 \cdot d\vec{A}_1 \cdot d\vec{l}_2 \]

\[ = \frac{I_1 I_2}{c^2} \int \int \frac{d\vec{l}_1 \cdot d\vec{l}_2}{r_{12}} \]

\[ = \frac{I_1 I_2}{c^2} L_{12} \]

[The sense of integration should follow the direction of the current.]

Where \( L_{12} = \frac{1}{c^2} \int \int \frac{d\vec{l}_1 \cdot d\vec{l}_2}{r_{12}} = \text{MUTUAL INDUCTANCE}. \)

These rather formidable expressions are simply related to the magnetic flux passing thru the circuits.

We claim \( \frac{1}{c} \int \phi \text{ thru } 1 \text{ due to } 2 = I_2 L_{12} \).
Now \( \Phi_1 \) from \( 2 = \int \bar{B}_2 \cdot d\bar{S}_1 = \int \bar{V} \times \bar{A}_2 \cdot d\bar{S}_1 = \frac{\epsilon}{c} \bar{A}_2 \cdot d\bar{l}_1 \)

\[ = \frac{I_2}{c} \oint \frac{d\bar{l}_2 \cdot d\bar{l}_1}{y_{12}} \]

[The relation \( \bar{E}_{\text{mag}} = \frac{\epsilon}{c} \bar{A} \) gives an additional meaning to the vector potential \( \bar{a} \)]

\[ = c I_2 L_{12} \text{ as claimed.} \]

Of course, \( \frac{1}{c} \Phi = I L \) is the flux linking a circuit due to its own magnetic field.

It is often easier to use the flux relations to calculate the inductances than directly using the integrals given on p. 144.

The inductances find their greatest use in circuit equations:

\[ E = IR + \frac{Q}{C} \]

The EMF is \( E = V_{\text{bat}} - \frac{1}{c} \Phi_{\text{mag}} = V_{\text{bat}} - L \dot{I} \)

so \( V = L \dot{I} + IR + \frac{Q}{C} \)

**Example: Mutual Inductance of Two Coaxial Circular Loops (Becker Sec 49a)**

\[ L_{12} = \frac{1}{c^2} \int \int \frac{a_1 \cdot d\phi_1 \cdot a_2 \cdot d\phi_2}{\sqrt{V_1^2 + V_2^2 + q_1 q_2 \cos \Theta}} \]

\[ \text{Where } \frac{q_1 q_2}{V_1^2 + V_2^2 + q_1 q_2 \cos \Theta} \]

\[ L_{12} = \frac{1}{c^2} \oint \oint \frac{a_1 \cdot d\phi_1 \cdot a_2 \cdot d\phi_2}{\sqrt{V_1^2 + V_2^2 + q_1 q_2 \cos \Theta}} \]

Noting \( \phi_2 = \phi_1 + \Theta \). This is an elliptic integral \( \Theta \) use tables in general.

Case \( a \), \( h > \max \{ q_1, q_2 \} \). In this case we can ignore the terms \( q_1^2 q_2^2 \), and expand the denominator to find

\[ L_{12} \approx \frac{4 \pi q_1 q_2}{c^2 h} \int_0^\pi \Theta d\Theta (1 + \frac{q_1 q_2 \cos \Theta}{h^2}) \]

\[ = 2 \pi q_1 q_2 \frac{h^2}{c^2} \]

[As always, an inductance has dimensions \( \text{ flux} / \text{ c}^2 \) in c.g.s. units.]
Case 6) \( h < c \min \{q_1, q_2, q, q_1 q_2 \} \), and \( q_1 \approx q_2 \approx q \). Loops almost identical.

\[
L_{12} = \frac{4 \pi a^2}{c^2} \int_0^\pi \frac{\cos \alpha d \theta}{\sqrt{a^2 + b^2 + 2ab \cos \theta}} = \frac{4 \pi a^2}{c^2} \int_0^\pi \frac{\cos \alpha d \theta}{\sqrt{a^2 \cos \theta + b^2}}
\]

Thus

\[
L_{12} = \frac{4 \pi a^2}{c^2} \left\{ \int_0^\epsilon \frac{d \theta}{\sqrt{x^2 + b^2}} + \int_\epsilon^\pi \frac{1 - 2a \epsilon \sqrt{1 - \frac{b^2}{x^2}}}{x} dx \right\}
\]

\[
= \frac{4 \pi a^2}{c^2} \left\{ \ln \left( \sqrt{x^2 + b^2} + b \right) \right\} \bigg|_0^\epsilon + \left( \ln \frac{\tan \frac{\epsilon}{2} + 2 \epsilon \tan \frac{\epsilon}{2}}{2} \right) \bigg| \epsilon_0
\]

\[
= \frac{4 \pi a^2}{c^2} \left\{ \ln 2 - \ln \frac{b}{2a} - \ln \frac{b}{2a} - 2 \right\} = \frac{4 \pi a^2}{c^2} \left( \ln \frac{b}{2a} - 2 \right)
\]

\( b = \sqrt{a^2 + q^2} = \) closest distance between the two loops.

Examples: Self Inductance of a Circular Ring (Becker Sec. 496)

The ring has radius \( a \) and is made from a wire of radius \( y_0 < y \).

\[ \Phi = \nabla \times \mathbf{H} \]

Recall that the meaning of the self inductance \( L \) is that the flux through the loop should be related to the current \( I \) in the loop according to

\[ \Phi = \nabla \times \mathbf{H} = cLI \]

but in the limit \( y_0 \to 0 \) the flux becomes infinite since field \( B(r_0) \to \infty \). To obtain a meaningful value of \( L \) we must extend our concept of inductance to include conductors with finite cross section.

We first argue that a consistent definition of the flux through a loop of finite cross sectional area \( A \) (\( = \pi r_0^2 \) in our case) is

\[ \Phi = \frac{1}{A} \int_0^A \mathbf{A} \cdot \mathbf{B} \]

where we subdivide the loop into a large number of loops each of cross sectional area \( A_\ell \), and where the flux through loop \( \ell \) due to current \( I_\ell \) in loop \( \ell \) is \( \Phi_\ell = cLI_\ell \) and \( \Phi_\ell \) can be evaluated as in the previous example.

If the entire ring has resistance \( R \) then the resistance of loop \( \ell \) is \( R_\ell = \frac{RA}{A_\ell} \), supposing the current in loop \( \ell \) is \( I_\ell = \frac{I}{A_\ell} \).

Faraday's Law for Loop \( \ell \) tells us that if flux \( \Phi_\ell \) is changing,
Then \( I_i = -\frac{1}{c^2} \frac{d\phi}{dt} \), so \( I = \oint I_i = -\frac{1}{c^2} \frac{1}{\rho_i} \frac{d\phi}{dt} = -\frac{1}{c^2} \frac{1}{\rho_i} \frac{d\phi}{dt} \).

But we also expect \( I = -\frac{1}{c^2} \frac{d\phi}{dt} \) considering the ring as a whole.

Hence \( \Phi = \frac{1}{c^2} \oint I_i \) is a consistent statement.

As noted, \( \Phi \) can be related to currents in the other sub-loops by
\[
\Phi_i = \oint \Phi_i \text{ d}A_i \ni \oint \Phi_i = \frac{c}{\rho_i} \oint I_i \text{ d}A_i \ni \Phi = \frac{c}{\rho_i} \oint I_i \text{ d}A_i \ni \Phi \ni \oint I_i \text{ d}A_i
\]

Hence the self inductance \( L \) obeys
\[
L = \frac{1}{A^2} \oint \oint I_i \text{ d}A_i \text{ d}A_i
\]

As the number of sub-loops increases this becomes
\[
L = \frac{1}{A^2} \oint \oint I_i \text{ d}A_i \text{ d}A_i
\]

From the previous example, \( L_{12} \approx \frac{4\pi a}{C^2} \left( \frac{\ln b_{12} - \ln b_{12} - 2}{a^2} \right) \)

where \( \ln b_{12} = \sqrt{y_1^2 + y_2^2 - 2y_1 y_2 \cos \phi} \). Thus
\[
L = \frac{4\pi a}{C^2} \left\{ \ln a_{12} - \frac{2\pi}{\sqrt{y_1^2 + y_2^2 - 2y_1 y_2 \cos \phi}} \right\}
\]

The integral can be evaluated by the trick of splitting the \( y_2 \) integral:
\[
\text{INT} = \left\{ \int_0^{y_1} \text{d}y_1 \left\{ \int_0^{y_1} \text{d}y_2 + \int_0^y \text{d}y_2 \right\} \right\} \int \text{d}y_1 \int \text{d}y_2 \int \Phi \left[ \ln y_2 + \frac{1}{2} \ln \left( 1 - \frac{y_2^2}{y_1^2} \right) \right] \text{d}y_1 \text{d}y_2
\]

Noting that \( \ln (1 - y) = -\frac{y}{1 - y} \), we have
\[
\int_0^{2\pi} \text{d} \phi \left[ \cdots \right] = 2\pi \ln y_2 - \int_0^{2\pi} \text{d} \phi \left[ \frac{y_2}{y_1^2} \right] \frac{\cos \phi}{\sin \phi} = 2\pi \ln y_2
\]

So INT = \[ \int_0^{y_1} \text{d}y_1 \left\{ \int_0^{y_1} \text{d}y_2 \ln y_1 + \int_0^y \text{d}y_2 \ln y_2 \right\} \int_0^{y_1} \text{d}y_1 \left\{ \frac{\ln y_1 - y_2^2}{y_1} \right\} \]

And finally,
\[
L = \frac{4\pi a}{C^2} \left( \frac{\ln \frac{a}{y_0} - \frac{2}{3}}{a} \right) \text{, little different from the}
\]

Mutual inductance of two coaxial loops of radius \( a \) at a distance \( y_0 \) apart.

If the current is confined to the surface of the ring, as for a superconducting ring, the self inductance is again
\[
L = \frac{4\pi a}{C^2} \left( \frac{\ln \frac{a}{y_0} - 2}{y_0} \right) \text{, see V. Fock, Phys. Z. Sow. U. 1, 215 (1932).}
ANOTHER VIEW IS THAT THE SELF INDUCTANCE OF THE RING IS PARLIY
DUE TO THE INTERIOR OF THE WIRE AND PARLIY DUE TO ITS EXTERIOR:

\[ L = L_{in} + L_{out}. \]

THE MAGNETIC FIELD EXTERIOR TO THE WIRE IS THE SAME AS IF ALL
THE CURRENT WERE CONCENTRATED ON THE AXIS. HENCE, WE CAN
CALCULATE \( L_{out} \) BY CONSIDERING THE FLUX LINKED BY ANY
LOOP ON THE SURFACE OF THE WIRE DUE TO CURRENT \( I \) ON THE AXIS. FROM
PP 115-1159. THIS GIVES \( L_{out} = \frac{4\pi a^2}{c^2} \left( \ln \frac{R_o}{r_o} - \frac{7}{4} \right) \).

INSIDE THE WIRE WE CAN USE AN ENERGY METHOD:

\[ U_{in} = \frac{1}{2} L_{in} I^2 = \int_{in} \frac{B^2}{8\pi} dV = \frac{2\pi a^2}{8\pi} \int_0^R \left( \frac{2IR}{cY} \right)^2 2\pi r dr = \frac{\pi a I^2}{2c^2}. \]

Thus, \( L_{in} = \frac{\pi a}{c^2} \) and \( L = L_{in} + L_{out} = \frac{4\pi a^2}{c^2} \left( \ln \frac{R_o}{r_o} - \frac{7}{4} \right) \) AS BEFORE.

WE CAN ALSO MAKE A ROUGH ESTIMATE OF THE SELF INDUCTANCE BY THE
ENERGY METHOD:

\[ U = \frac{1}{2} L I^2 = \int_{out} \frac{B^2}{8\pi} dV = \frac{2\pi a^2}{8\pi} \int_{r_o}^R \left( \frac{2IR}{cY} \right)^2 2\pi r dr = \frac{2\pi a^2 I^2}{c^2 Y}. \]

So \( L = \frac{4\pi a^2 I^2}{c^2 Y} \left( = \frac{4\pi a^2}{c^2} \left( \ln \frac{R_o}{r_o} - \frac{7}{4} + \frac{3}{4} \right) \right). \)

**FORCES ON CIRCUITS** (BECKELE SEC 52)

WE EXPECT THAT THE MAGNETIC FORCE ON A CIRCUIT
CAN BE OBTAINED BY TAKING THE GRADIENT OF THE MAGNETIC
ENERGY

\[ \mathbf{F} = -\nabla U_{mag}. \]

BUT WE MUST BE CAREFUL. TYPICALLY THE CURRENTS DO NOT
MAINTAIN THEMSELVES (BECUSE OF Joule HEATING LOSSES), BUT ARE
DRIVEN BY BATTERIES. AS WAS THE CASE IN ELECTROSTATICS,
CONSIDERATION OF THE WORK DONE BY THE BATTERIES WILL LEAD
TO \( \mathbf{F} = -\nabla U_{mag} \). (BATTERIES PRESENT)

TO SEE THIS, SUPPOSE CIRCUIT \( I \) IS IN MOTION WITH
VELOCITY \( \mathbf{v_i} \), WHILE BATTERIES HOLD THE CURRENTS CONSTANT
IN ALL CIRCUITS.

TAking into account all forms of ENERGY, ENERGY IS
CONSERVED:

\[ \frac{dU_{total}}{dt} = 0. \]
so \[ \mathbf{F}_e \cdot \mathbf{v}_c + \frac{1}{2} \sum_j I_j R_j - \sum_j I_j V_j \]

MECHANICAL
POWER SUPPLIED
TO CIRCUIT C

JOULE HEATING
POWER PRODUCED BY
THE BATTERIES

Now \[ U_{mag} = \frac{1}{2} \sum_j \mathbf{A}_j \cdot \mathbf{d}s_j = \frac{1}{2} \sum_j I_j \mathbf{A}_j \cdot \mathbf{d}s_j = \frac{1}{2} \sum_j I_j \Phi_j \]

where \[ \Phi_j = \int \mathbf{B} \cdot \mathbf{d}s_j \] MAGNETIC FLUX THROUGH CIRCUIT j

Hence \[ \frac{dU_{mag}}{dt} = \frac{1}{2} \sum_j I_j \dot{\Phi}_j \] (CURRENTS HELD CONSTANT)

Also note that for each circuit \[ V_j = I_j R_j + \frac{1}{C} \int I_j dt \] (WE IGNORE ANY CAPACITORS IN THE CIRCUITS)

Thus \[ 0 = \mathbf{F}_e \cdot \mathbf{v}_c + \frac{1}{2} \sum_j I_j \dot{\Phi}_j + \sum_j I_j R_j - \sum_j I_j^2 R_j - \sum_j \frac{1}{C} I_j \frac{d}{dt} \]

so \[ \mathbf{F}_e \cdot \mathbf{v}_c = + \frac{1}{2} \sum_j I_j \dot{\Phi}_j = + \frac{dU_{mag}}{dt} = - \nabla U_{mag} \cdot \mathbf{v} \]

so \[ \mathbf{F} = - \nabla U_{mag} \] AS CLAIMED, WHEN THE CURRENTS ARE HELD CONSTANT.

Example Consider two current loops of the same size, but with currents flowing in opposite directions

If the loops are essentially on top of one another, the magnetic fields cancel to good approximation, and \[ U_{mag} \approx 0 \]

The basic force law for circuits (p.80) indicates that the two loops REPEL one another due to magnetic effects.

Suppose batteries hold the currents constant while the loops fly apart. As the loops separate the cancellation of the \( \Phi \) fields is reduced, so \[ U_{mag} = \frac{1}{2} \Phi \frac{d}{dt} \] increases.

This is consistent with \[ \mathbf{F} = - \nabla U_{mag}. \]
Suppose instead there are no batteries holding the currents fixed. For an ordinary conductor, the Joule heat loss would consume the magnetic energy, causing the currents to die out quickly. For the sake of argument, we consider superconducting runs, which has no Joule loss.

The loops still repel each other, and if \( I_1, I_2 \) remained constant, would rise as they separate. This however would be a violation of conservation of energy! Both the magnetic and kinetic energies of the system have increased!

The way out must involve a decrease of \( I_1, I_2 \), and hence \( V_{12} \) also. We cannot arrange this to reduce losses by assumption of superconductivity. Also the magnetic forces of one current on the other cannot change the charges' speed.

There is a general result worth noting: \( F_{\text{mag}} = q \frac{d}{dt} (\mathbf{v} \times \mathbf{B}) = q \frac{d}{dt} \mathbf{v} \times \mathbf{B} = q \mathbf{v} \times \mathbf{F} \).

Another way of noting the result is \( \Delta \text{kinetic} = \int (\mathbf{v} \times \mathbf{F}) \cdot \mathbf{d}l = 0 \).

Magnetic fields can change a particle's momentum, but not its energy!

The paradox is resolved by Faraday's Law! A net EMF can be induced around the loop, which can indeed change the charges' velocity. Lorentz' Law confirms that the sign of the effect is to reduce the velocities & currents: As loop 1 moves away from loop 2, it sees smaller \( \mathbf{B}_2 \) from loop 2. This induces a current in \( I_1 \) which should try to restore \( \mathbf{B} \) to what it originally was. Hence, \( I_1 \) has the same sense as \( I_2 \) = odd, is reduced.

The Poynting Vector (Becker sec. 54)

We return to the considerations of energy at the beginning of this lecture, but argue in a different manner. So as to remove the restriction that \( \mathbf{E} \cdot \mathbf{B} = 0 \).

We saw that \( \frac{dU_{\text{heat}}}{dt} = \frac{1}{2} \mathbf{v} \cdot \mathbf{E} + dU_{\text{field}} \), so \( dU_{\text{field}} = -\mathbf{E} \).

In another view, we ignore batteries and Joule heat! And write

\[
\frac{dU_{\text{heat}}}{dt} = \frac{dU_{\text{field}}}{dt} + dU_{\text{mech}} \quad \text{where} \quad dU_{\text{mech}} = \mathbf{F} \cdot \mathbf{v} = p \mathbf{E} \cdot \mathbf{v} + \frac{1}{2} \mathbf{v} \times \mathbf{B} \cdot \mathbf{v} = \frac{1}{2} \mathbf{v} \cdot \mathbf{E} \quad \text{since} \quad \mathbf{j} \parallel \mathbf{B}
\]

Again, \( \frac{dU_{\text{field}}}{dt} = -\mathbf{E} \). [To connect the two views, note that if the conductors were moving, the canonical mechanical energy is connected to heat.]

Again, we can replace the current \( \mathbf{j} \) by an expression involving fields only

\[
\mathbf{j} = \nabla \times \mathbf{A} + \frac{1}{c} \frac{d}{dt} \mathbf{E} \quad \Rightarrow \quad \mathbf{j} = \frac{c}{4\pi} \mathbf{v} \times \mathbf{A} - \frac{1}{4\pi} \frac{d}{dt} \mathbf{E}
\]
\[
\frac{dU_{\text{field}}}{dt} = -\frac{c}{4\pi} \mathbf{E} \cdot (\mathbf{\nabla} \times \mathbf{A}) + \frac{1}{4\pi} \mathbf{E} \cdot \frac{d\mathbf{A}}{dt} \\
= \frac{c}{4\pi} \mathbf{\nabla} \cdot (\mathbf{E} \times \mathbf{H}) - \frac{c}{4\pi} \mathbf{H} \cdot (\mathbf{\nabla} \mathbf{E}) + \frac{1}{8\pi} \mathbf{\nabla} \cdot \mathbf{B} + \frac{1}{8\pi} \mathbf{\nabla} \times \mathbf{E} + \frac{1}{8\pi} \mathbf{\nabla} \times \mathbf{B} - \frac{1}{8\pi} \mathbf{\nabla} \cdot \mathbf{H} \frac{d\mathbf{B}}{dt} + \frac{1}{8\pi} \mathbf{\nabla} \times \mathbf{H} \frac{d\mathbf{E}}{dt} \\
\text{[In media where \(\mathbf{\nabla} \cdot \mathbf{E} = 0\) \& \(\mathbf{\nabla} \times \mathbf{H} = 0\),]}
\]

If we integrate this over a volume, we have

\[
\frac{dU_{\text{field}}}{dt} = -\frac{1}{8\pi} \int \mathbf{\nabla} \cdot (\mathbf{E} \cdot \mathbf{B} + \mathbf{B} \cdot \mathbf{H}) \, d\mathbf{V} + \frac{c}{4\pi} \int \mathbf{\nabla} \cdot (\mathbf{E} \times \mathbf{H}) \, d\mathbf{V}
\]

Recalling the origin of this derivation, \(\frac{dU_{\text{field}}}{dt}\) is the power added by outside sources in order to cause changes in the currents and fields. We recognize a similarity between the above expression and that which would hold if we could create new charges within some volume:

Rate of creation of charge = \(\frac{d}{dt} \int \mathbf{P} \, d\mathbf{V}\)

Rate of accumulation of charge = \(\int \mathbf{J} \cdot d\mathbf{S}\)

Rate of flow of charge = \(\int \mathbf{J} \cdot d\mathbf{S}\)

We therefore interpret \(U = \frac{1}{8\pi} (\mathbf{E} \cdot \mathbf{B} + \mathbf{B} \cdot \mathbf{H})\) = Field energy density

This is consistent with our previous discussion of electric and magnetic energy.

We have a new term: \(\mathbf{S} = \frac{c}{4\pi} \mathbf{E} \times \mathbf{H} = \text{Pointing vector}\)

We are led to the interpretation that this represents a flow of field energy.

For example, if the battery supplies energy so that \(\frac{dU_{\text{field}}}{dt} > 0\) in some volume, but \(\mathbf{U}_{\text{field}}\) is constant in time, then energy must be flowing out of the volume to maintain the energy balance. \(\mathbf{S} = \frac{c}{4\pi} \mathbf{E} \times \mathbf{H}\) describes this quantitatively.

\(\mathbf{S}\) has dimensions \(\frac{\text{energy}}{\text{area} \cdot \text{time}}\) or \(\frac{\text{energy}}{\text{volume} \cdot \text{velocity}}\)

The pointing vector will have its greatest utility and meaning in situations involving electromagnetic waves.

There are a few quasi-static examples in which \(\mathbf{S} \neq 0\) which lead to possibly amusing interpretations.
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**Example**  **Energy Flow in a Resistor.**

\[ \mathbf{J} = \sigma \mathbf{E} \]

Ampere's Law: \[ \nabla \times \mathbf{H} = \mu_0 \mathbf{J} + \mu_0 \mathbf{n} = \mu_0 \mathbf{J} \]

\[ \mathbf{E} \cdot \mathbf{n} = \frac{2\pi Y E_0}{C} \text{ points radially inward} \]

\[ C \int \mathbf{E} \cdot \mathbf{n} \, ds = \frac{k \sigma E_0^2}{2} \]

\[ \pi r^2 \ell dE = \frac{2\pi Y^2 8(\mathbf{E})^2}{\ell} = \frac{V^2}{R} = I^2 R \]

So "energy flow" in = Joule heating.

This seems fine, but note that Poynting claims that the energy came in through the sides of the resistor, not along the wire as we might have expected.

On the homework set, you are encouraged to examine \( \mathbf{E} \) and \( \mathbf{H} \) outside a resistive wire to show that this view is not utterly ridiculous.

**Example**  **Charging a Capacitor**

As a capacitor charges up it accumulates energy \[ \frac{1}{2} \int \mathbf{E}^2 \, d\mathbf{V} \]

While it is charging, a magnetic field exists as shown again \( \mathbf{E} \times \mathbf{n} \) points inward, and can be said to indicate the flow of energy into the gap of the capacitor.

**Field Momentum** (Becker, Sec 56)

Further results in the spirit of Poynting can be obtained by examining momentum balance when fields are present.

We consider a situation in which only free charges and currents are present, describing these by \( \mathbf{p} \) and \( \mathbf{j} \).

Then the force per unit volume on these charges is

\[ \mathbf{f} = \mathbf{p} \mathbf{E} + \frac{\mathbf{j} \times \mathbf{B}}{c} \]

\[ \mathbf{\dot{p}}_{\text{mech}} = d \frac{\mathbf{p}_{\text{mech}}}{dt} \]

Where \( \mathbf{p}_{\text{mech}} \) is the momentum of the moving charges as considered in classical mechanics.
Maxwell's Eq: \( p = \frac{1}{4\pi} \vec{E} \cdot \vec{D} \) and \( \vec{J} = \frac{c}{4\pi} \vec{E} \times \vec{H} - \frac{1}{4\pi} \frac{\partial \vec{D}}{\partial t} \) \[ \text{[Linear Medium]} \]

So \( \frac{\partial \vec{p}_m}{\partial t} = \frac{1}{4\pi} \left\{ \vec{E}(\nabla \cdot \vec{D}) + \frac{1}{c} \vec{B} \times \frac{\partial \vec{D}}{\partial t} - \vec{B} \times (\nabla \times \vec{H}) \right\} \).

Now \( \vec{B} \times \frac{\partial \vec{D}}{\partial t} = \vec{D} \times \frac{\partial \vec{B}}{\partial t} - \frac{2}{2t} (\nabla \times \vec{D}) = -c \vec{D} \times (\nabla \times \vec{E}) - \frac{2}{2t} (\nabla \times \vec{B}) \),

and \( \vec{H}(\nabla \cdot \vec{B}) = 0 \), so we can neglect it in to find
\( \vec{f} = \frac{\partial \vec{p}_m}{\partial t} = \frac{1}{4\pi} \left\{ \vec{E}(\nabla \cdot \vec{D}) + \vec{H}(\nabla \cdot \vec{B}) - \vec{D} \times (\nabla \times \vec{E}) - \vec{B} \times (\nabla \times \vec{H}) \right\} - \frac{1}{4\pi c} \frac{\partial}{\partial t} (\nabla \times \vec{B}) \)

It is tempting to interpret this as
\[ \frac{\partial \vec{p}_m}{\partial t} + \frac{\partial \vec{p}_{\text{field}}}{\partial t} = \text{FORCE DENSITY} \]

Where \( \vec{p}_{\text{field}} = \frac{1}{4\pi c} \vec{D} \times \vec{B} = \frac{\epsilon_0 \vec{S}}{c^2} \) for a linear medium where \( \vec{D} = \epsilon \vec{E} \) and \( \vec{B} = \mu \vec{H} \).

That is, we ascribe a momentum to the fields if the momentum vector is non-zero.

Again, this makes the most sense when we are dealing with electromagnetic waves.

These relations are seen to be consistent with the theory of relativity in that \( S \propto \text{ENERGY} \cdot \text{VELOCITY} \)

so that with \( \text{ENERGY} = \text{"MASS"} \cdot c^2 \)
\( \vec{p}_{\text{FIELD}} \propto \frac{S}{c^2} \propto \text{"MASS"} \cdot \text{VELOCITY} \)

However they predate Einstein's work.

The concept of field momentum will allow us to resolve apparent violations of Newton's 3rd law in the interaction between moving charges.

...
WE TURN NOW TO THE LONG EXPRESSION FOR THE FORCE DENSITY. AS IN LECTURE 3, WE LOOK FOR A STRESS TENSOR $\sigma_{ij}$ SUCH THAT THE TOTAL FORCE ON A VOLUME IS

$$
F_i = \int_J \sigma_{ij} \, dV = \int_{\text{surface}} T_{ij} \, dS_j \quad (f_i = \text{force density})
$$

This will be possible with $f_i = \frac{\partial T_{ij}}{\partial x_j}$

Now

$$
\left[ E(\vec{E} \cdot \vec{B}) - B x (\vec{E} \cdot \vec{B}) \right]_i = E_i \frac{\partial D_j}{\partial x_i} - \epsilon_{ijk} D_k \epsilon_{klm} \frac{\partial E_m}{\partial x_i}
$$

$$
= E_i \frac{\partial D_j}{\partial x_i} - D_j \frac{\partial E_i}{\partial x_i} + D_j \frac{\partial E_i}{\partial x_i}
$$

$$
= \frac{\partial}{\partial x_i} \left[ E_i D_j - \frac{1}{2} \frac{\partial E_i}{\partial x_j} \right]
$$

Hence, we see at once we can write (if $\partial^2 / \partial x = 0$ also)

$$
T_{ij} = \frac{1}{4\pi} \left[ E_i D_j + B_i H_j - \frac{1}{2} \epsilon_{ij} (E \cdot B + B \cdot H) \right]
$$

Supposing $\vec{D} = \vec{E}$ and $\vec{B} = \vec{H}$, but ignoring electrostriction and magnetostriction!

**EXAMPLE: Forces on a Solenoidal Magnet**

As in the electric case, we have tension along lines of $\vec{B}$, repulsion $\perp$ to lines of $\vec{B}$.

Magnetic 'pressure' $= \frac{B^2}{8\pi}$

The force tends to blow the magnet apart radially.

The magnetic force pulls the two halves together longitudinally.
DUAL ROLES OF THE POINTING VECTOR $\mathbf{S}$ AND STRESS TENSOR $\mathbf{T}$

ENERGY DENSITY: $\mathbf{U}_{EM} = \mathbf{E} \cdot \mathbf{D} + \mathbf{B} \cdot \mathbf{H}$ obeys

$$\frac{d\mathbf{U}_{mech}}{dt} + \frac{d\mathbf{U}_{EM}}{dt} = -\nabla \cdot \mathbf{S}$$

where $\mathbf{S} = \frac{c}{4\pi} \mathbf{E} \times \mathbf{H}$

This "continuity equation" for energy density leads to the interpretation of $\mathbf{S}$ as energy flux.

We also have momentum density $\mathbf{P}_{EM} = \frac{\mathbf{E} \times \mathbf{M}}{c^2}$ such that

$$\frac{d\mathbf{P}_{mech}}{dt} + \frac{d\mathbf{P}_{EM}}{dt} = \mathbf{F} = \nabla \cdot \mathbf{T}$$

which is also a "continuity equation" so we can interpret $-\mathbf{T}$ as momentum flux.

In sum: $\mathbf{S}$ is energy flux, $\frac{\mathbf{E} \times \mathbf{M}}{c^2}$ is momentum density, $-\mathbf{T}$ is momentum flux, and $\mathbf{T}$ is stress tensor.

(Caution: in general, $\mathbf{S}$ is not proportional to momentum flux.)

"Hidden" momentum: There exist apparently static situations in which $\mathbf{P}_{EM} \neq 0$ (an instructive example is a coaxial cable with a DC current).

But "static" $\Rightarrow \mathbf{P}_{total} = 0$, so we expect that $\mathbf{P}_{mech} \neq 0$.

This (small, but nonzero) mechanical momentum is sometimes called "hidden" momentum.

Typically, the $\mathbf{P}_{EM} \sim \frac{1}{c^2}$ $\Rightarrow$ $\mathbf{P}_{hidden} \sim \frac{1}{c^2}$ also.

$\Rightarrow$ a relativistic correction.
FIELD ANGULAR MOMENTUM

IF WE ARE TO AScribe ENERGY AND MOMENTUM TO THE FIELDS, WE EXPECT ALSO THAT THEY CAN CONTAIN ANGULAR MOMENTUM. IT IS NOT SURPRISING THAT

\[ \mathbf{j} = \mathbf{r} \times \left( \mathbf{E} \times \mathbf{B} \right)/4\pi c \]

To see the need for such a term we consider an example taken from Feynman vol II p17-6.

A solenoid coil is mounted on an insulated disk which has a series of charges distributed along its rim. Initially steady current I flows in the coil. At some moment, the circuit is broken and the magnetic field inside the coil collapses.

Then for a loop around the rim

\[ \frac{d}{dt} \mathbf{E} \mathbf{.} \mathbf{d} \mathbf{L} = 0 \]

\[ \Rightarrow \text{NET TORQUE ON THE CHARGES} \]

\[ \Rightarrow \text{DISK STARTS TO ROTATE} \]

IN APARENT VIOLATION OF CONSERVATION OF ANGULAR MOMENTUM!

The mechanical angular momentum of the moving charges corresponding to current I does not explain this effect (unlike the case of the Einstein-de Haas experiment).

Try sketching \( \mathbf{E}, \mathbf{B}, \mathbf{E} \mathbf{.} \mathbf{B} \) and \( \mathbf{j} \) while the current is still flowing...
We sketch a solution to a variation of the Feynman disk paradox. On the problem set we encourage you to try to resolve the original version.

Consider a conducting sphere of radius $a$ carrying charge $Q$. The sphere is made of a permanent magnetic material with magnetization density $M = \text{uniform through out the sphere.}$

Thus $\vec{E} = \begin{cases} 0 & r < a \\ \frac{Q}{r^2} & r > a \end{cases}$

and $\vec{B} = \begin{cases} \frac{8\pi M}{3} & r < a \\ 4\pi a^3 M \left(3\cos^2 \vartheta - 1\right) = \frac{4\pi a^3 M}{3} (2\cos^2 \vartheta + \sin^2 \vartheta) & r > a \end{cases}$ (P. 98)

$$\vec{S} = \frac{C}{4\pi} \vec{E} \times \vec{B} = \begin{cases} 0 & r < a \\ \frac{ca^2 M Q \sin \vartheta \hat{\phi}}{3r^3} & r > a \end{cases}$$

Only the $\hat{z}$ component of angular momentum survives.

$$L_{EM, z} = \int r \times \vec{S} \cdot d\vec{r} = \int_0^\infty \int_0^{2\pi} \int_0^{\pi} r^2 \sin \theta \cdot \frac{a^2 M \Omega \sin^2 \theta}{3r^3} \cdot \frac{C}{4\pi} \cdot \frac{C}{4\pi}$$

Now suppose we discharge the sphere by connecting a wire to the point $\Omega = 0$. The sphere is suspended from a thread at $\Omega = 0$, and is free to rotate.

We calculate the torque due to the interaction of the surface current, $I(\theta)$, with the magnetic field of the sphere.

$$I(\theta) = \frac{1}{J} \frac{Q(\theta)}{a^2} \text{ where } Q(\theta) = \int_0^\theta Q(\phi) \frac{1}{2} d\phi = \frac{Q(\theta)}{2} (1 - \cos \theta)$$

The force on a surface element $d\Omega d\phi$ is

$$d\vec{F} = -\frac{1}{2\pi} \frac{d\Omega d\phi}{c} \frac{8\pi M Q \sin \theta \hat{\phi}}{3r^3}$$

and the $z$ component of the torque is

$$d\tau_z = \frac{6\pi M Q \sin \theta \hat{\phi}}{3r^3} \cdot \frac{Q(\theta)}{2} (1 - \cos \theta)$$

The resulting mechanical angular momentum is

$$L_{MECH} = \int d\tau_z d\phi = \int_0^{\pi} \int_0^{2\pi} \int_0^\theta \frac{a^2 M \Omega \sin \theta \cos \theta (1 - \cos \theta)}{3r^3} \cdot \frac{C}{4\pi}$$

Meanwhile, $L_{EM}$ has vanished, so $L_{TOT} = L_{EM} + L_{MECH}$ is conserved.

(Exercise: Leave $Q$ fixed, but let $B(\theta)$ subside to zero by heating...)

**Electromagnetic Momentum of a Single Charge**

The Lorentz force on charge $q$ is

$$ F = q(E + \frac{v}{c} \times B) $$

If we replace the fields by potentials, we have

$$ F = \frac{dP_{\text{mech}}}{dt} - q \frac{\partial \phi}{\partial t} - \frac{q}{c} \frac{\partial A}{\partial t} - q \phi \nabla \cdot (\nabla \times A) = -q \nabla \phi - \frac{q}{c} \frac{\partial A}{\partial t} - q \nabla \cdot (\nabla \times A) $$

We recognize $\frac{\partial \vec{A}}{\partial t} + (\vec{v} \times \vec{A})$ as the total derivative $\frac{d\vec{A}}{dt}$ from the point of view of an observer with velocity $\vec{v}$. Hence, we are led to write

$$ \frac{dP_{\text{tot}}}{dt} = \frac{d}{dt}(\vec{P}_{\text{mech}} + q \vec{A}) = -q (\nabla \phi - \frac{\varepsilon}{c} \cdot \vec{A}) = -q \nabla U $$

where $P = \vec{P}_{\text{mech}} + \frac{q}{c} \vec{A}$ = Total (or Canonical) Momentum

$U = q \phi - \frac{q}{c} \cdot \vec{A}$ = Interaction energy of the charge with the fields.

One use of this is in Lagrangian and Hamiltonian formalisms:

$$ L = T - U \Rightarrow P_i = \frac{\partial L}{\partial \dot{q}_i} = p_i + \frac{q A_i}{c} \text{ as found above (} T = \frac{1}{2} \mu v^2 = \frac{p^2}{2m} \text{)} $$

$$ H = \sum p_i \dot{q}_i - L = \frac{p^2}{2m} + q \phi = \left( \frac{\vec{p} - \frac{q}{c} \vec{A}}{2m} \right)^2 + q \phi \left[ \text{From which the Lorentz Force could be deduced} \right] $$

**Example:** Charge $q$ constrained to move on a ring of radius $R$ outside a solenoid of radius $a < R$:

$$ \vec{B} = \left\{ \begin{array}{ll} \frac{B_0}{a} \hat{z} & 0 < r < a \\ \vec{0} & \text{inside} \end{array} \right. $$

$$ \int \vec{B} \cdot d\vec{s} = \int \vec{B} \cdot d\vec{A} = \oint \vec{A} \cdot d\vec{l} \Rightarrow 2\pi R A_\phi = \mu_0 a^2 B_0 \Rightarrow A_\phi = \frac{a^2 B_0}{2R} $$

**Initial Canonical Momentum:** $P_\phi = p_\phi + \frac{q}{c} A_\phi = \frac{a^2 B_0}{2cR}$

**Initial Canonical Angular Momentum:** $L_\phi = R P_\phi = \frac{a^2 B_0}{2c}$

Turn off $B_0 \Rightarrow L_\phi$ conserved $\Rightarrow$ create $P_\phi$, mech so that $R P_\phi = \frac{a^2 B_0}{2c} \Rightarrow \mu v = \frac{a^2 B_0}{2cR}$

$\Rightarrow$ motion around ring!

**Faraday:** $2\pi R E_\phi = \mu_0 \frac{a^2 B_0}{c} \Rightarrow E_\phi = \frac{a^2 B_0}{2cR}$

$$ \mu v = P_\phi = \int \vec{E} \cdot d\vec{l} = \int_a \frac{2\pi R B_0}{2cR} \hat{z} = \frac{a^2 B_0}{2c} \left[ \text{Faraday called the field } \vec{A} \text{ the electromagnetic momentum} \right] $$

$$ \mu v = P_\phi = \int \vec{E} \cdot d\vec{l} = \int_a \frac{2\pi R B_0}{2cR} \hat{z} = \frac{a^2 B_0}{2c} \left[ \text{Faraday called the field } \vec{A} \text{ the electromagnetic momentum} \right] $$

$\Rightarrow \vec{A} = \frac{\vec{E}}{\mu_0}$

**Example:** Particle with charge $q$ in a plane waug, $\vec{E} = E_0 \hat{z}$

$$ m \dddot{x} = q \vec{E} \Rightarrow \vec{P}_K = m \dddot{x} = -q \frac{\vec{E}}{c} \hat{z} = -q \frac{\vec{A}_x}{c} \Rightarrow \vec{P}_K = \vec{P}_x + q \frac{\vec{A}_x}{c} \hat{z} = 0 $$

$\Rightarrow$ Mechanical transverse momentum is equal and opposite to electromagnetic trans. mom.