These notes were prepared from:
'The Science of Mechanics' by Ernst Mach, Open Court paperback
'Calculus of Variations' by Robert Weintraub, Dover paperback
'Discussions are also found in Mechanics texts by Marion & by Goldstein. You should certainly read Lecture 19, Vol. II by Feynman.

There is another method of attack in mechanics, both useful as a mathematical tool, and as a means of gaining insight. The general idea is that whatever actually happens is an extreme case of what might happen. Among the continuum of possibilities, nature chooses the 'most unique'. Mathematically, the method is to find some measure of the entire motion which is at a maximum (or minimum).

This viewpoint has ancient origins. The earliest example is said to have been solved by a woman. On landing in what is now Tunisia, Dido was granted by the natives only the amount of land which could be contained in a bull's hide. She cut it into a long loop (of fixed length) and arranged the loop in a circle to cover the maximum area, thus founding Cartagena.

Hero deduced the law of reflection in a mirror by postulating that the path a light ray takes is the shortest.

The shortest path between the source and the image is 'clearly' a straight line, hence equal angles on reflection.

This notion was revived by Fermat (1640) who saw that it is equivalent to the requirement that the light ray take the least time to traverse the actual path. This view allowed a derivation of Snell's law of refraction.

\[ t = \sqrt{\frac{h_1^2 + x^2}{v_1}} + \sqrt{\frac{h_2^2 + (d-x)^2}{v_2}} \]

\[ \frac{dt}{dx} = \frac{\sin \theta_1}{v_1} - \frac{\sin \theta_2}{v_2} = 0 \Rightarrow \frac{\sin \theta_1}{v_1} = \frac{\sin \theta_2}{v_2} \]

With \( v = c/n \) this is Snell's law.
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Not the least remarkable feature of Fermat's result is the use of Differential Calculus—developed by Fermat himself.

John and James Bernoulli (1696) are associated with two famous problems. What is the shape of a hanging chain? They argued that the shape should minimize the potential energy. What is the shape of the curve joining two points such that a particle sliding without friction takes the least time?—The Brachistochrone Problem.

John solved it by an application of Fermat's Principle. James used a method which was the beginning of the calculus of variations. Each thought the other had stolen the answer and invented a 'fake' derivation. Apparently they remained unreconciled until their deaths.

The attempt to devise a general method for mechanics was continued by Maupertuis (1747) and Euler (1732) who suggested that \[ \int m u \, ds = 2 \int T \, dt \] should take on an extreme value for the true path.

Lagrange (1766) greatly clarified the mathematical techniques, and noted that if the potential energy \( V \) varies, it is \( L = T - V \) one should look at. The statement that \( S = \int L \, dt \) is an action should take on a minimum (or extreme) value for the true path is, however, called Hamilton's Principle (1833).

To develop the mathematical techniques we start with a simple class of problems. Suppose the path in the \( x-y \) plane is \( y = y(x) \), and we wish to minimize some property of the path \( I = \int_{x_1}^{x_2} f(x, y, y', y'', \ldots) \, dx \)

We add the constraint that the end points of the path are fixed: \( y_1 = y(x_1) \) and \( y_2 = y(x_2) \) are known.

Examples: 1) What is the shortest path between two points? 

Arc length \( ds = \sqrt{dx^2 + dy^2} = \sqrt{1 + y'^2} \, dx \) \( \Rightarrow f = \sqrt{1 + y'^2} \)
2) **What is the surface of revolution of minimum area bounded by two disks?**

a) The curve \( y = y(x) \) is rotated about the \( y \)-axis.

The area element is \( dA = 2\pi x \, ds = 2\pi x \sqrt{1 + y'^2} \, dx \)

so \( f = \pi \sqrt{1 + y'^2} \).

b) The curve \( y = y(x) \) is rotated about the \( x \)-axis.

Then \( dA = 2\pi y \, ds = 2\pi y \sqrt{1 + y'^2} \, dx \)

and \( f = y \sqrt{1 + y'^2} \).

In most simple cases, \( f = f(x, y, y') \), so we ignore the case of dependence on \( y'', y''' \), etc.

If \( y(x) \) is our desired but unknown solution, we describe the general possibility by

\[ Y(x) = y(x) + \varepsilon \eta(x) \]

where \( \eta(x) = \eta(x_0) = 0 \) for \( \eta = (x-x_1)(x-x_2) \)

and \( \varepsilon \) is an arbitrary constant.

By construction \( Y(x) \) passes thru the end points \( (x, y_1), (x_2, y_2) \).

The trick (due to Lagrange) is that we need not specify the exact form of \( \eta(x) \). We will obtain our solution by minimizing

\[ I(\varepsilon) = \int_1^2 f(x, Y, Y') \, dx \]

with respect to \( \varepsilon \), requiring that the minimum occur at \( \varepsilon = 0 \). The form of \( \eta(x) \) will miraculously drop out!

This method is well suited to computer programming, with a minor variation. Just guess at \( y(x) \), and guess at a correction \( \eta(x) \). Let the computer find the minimum, say at \( \varepsilon_1 \). Then you have a new guess \( y_1 = y + \varepsilon_1 \eta \). If you don't like this, add a new correction term \( \varepsilon \eta(x) \) and iterate ....
With \( Y = y + \varepsilon n \), we have \( Y' = y' + \varepsilon n' \), so

\[
I(e) = \int f(x, y + \varepsilon n, y' + \varepsilon n') \, dx
\]

should be max. at \( e = 0 \)

\[
\frac{dI}{de} \bigg|_{e=0} = \int \left[ \frac{\partial f(x, y, y')}{\partial y} \varepsilon n + \frac{\partial f(x, y, y')}{\partial y'} \varepsilon n' \right] \, dx
\]

This looks bad, but we save the day by integrating by parts in the 2nd term:

\[
\int \frac{\partial f}{\partial y'} n' = \frac{\partial f}{\partial y'} n \bigg|_{y'' = 0} - \int \frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) n \, dx
\]

so

\[
\frac{dI}{de} \bigg|_{e=0} = \int \left( \frac{\partial f}{\partial y'} - \frac{d}{dx} \frac{\partial f}{\partial y'} \right) n \, dx = 0 \quad \text{for a minimum}
\]

but \( n \) is arbitrary. Thus the factor must vanish!

\[
\frac{\partial f}{\partial y'} - \frac{d}{dx} \frac{\partial f}{\partial y'} = 0
\]

for \( f = f(x, y, y') \)

This is the so-called Euler-Lagrange equation.

It is easy to see that if \( f = f(x, q_1, q_1', \ldots, q_n, q_n') \)

where each \( q_i = q_i(x) \), then we get a whole family of equations

\[
\frac{\partial f}{\partial q_i} - \frac{d}{dx} \frac{\partial f}{\partial q'_i} = 0
\]

Examples

I) Shortest Path: \( f = \sqrt{1 + y'^2} \)

Now \( \frac{\partial f}{\partial y} = 0 \), so we have \( \frac{\partial f}{\partial y'} = c_1 = \text{constant} \)

or

\[
\frac{y'}{\sqrt{1 + y'^2}} = c_1 \Rightarrow y' = c_2 \Rightarrow y = c_2 x + c_3
\]

A straight line!
2) Minimum Surface of Revolution of \( y(x) \) about the \( x \)-axis

\[ f = y \sqrt{1+y'^2} \]

The E-L equation leads to \( y y'' - y'^2 - 1 = 0 \).

Unpleasant!

We pull an important trick out of a hat:

In case \( \frac{\partial f}{\partial x} = 0 \), a first integral exists. Namely

\[
\left[ y' \frac{df}{dy'} - f = C_1 \right. \quad \text{if} \quad \frac{\partial f}{\partial x} = 0
\]

\[
\frac{d}{dx} \left( y' \frac{df}{dy'} - f \right) = y'' \frac{df}{dy'} + y' \frac{d}{dx} \frac{df}{dy'} - \frac{df}{dx} \frac{dy'}{dy'} - \frac{df}{dx} y' - \frac{df}{dy} y''
\]

\[
= y' \left( \frac{d}{dx} \frac{df}{dy'} - \frac{df}{dx} \right) - \frac{df}{dx} = -\frac{df}{dx} \quad \text{using E-L eq's.}
\]

If \( \frac{\partial f}{\partial x} = 0 \) the claim follows.

In case of several variables, \( f = f(x, y_1, y_2, \ldots, y_n) \)

If \( \frac{\partial f}{\partial x} = 0 \), then

\[
\left[ y' \frac{df}{dy'} - f = C_1 \right]
\]

In our case \( f = y \sqrt{1+y'^2} \), so \( \frac{\partial f}{\partial x} = 0 \)

Hence

\[
y' \cdot \frac{y y''}{\sqrt{1+y'^2}} - y \frac{y}{\sqrt{1+y'^2}} = C_1
\]

\[-y = C_1 \sqrt{1+y'^2} \]

\[C_1 y'^2 = y^2 - C_1 \]

\[
\frac{C_1 \, dy}{\sqrt{y^2 - C_1}} = dx
\]

\[x = C \cosh^{-1} \left( \frac{y}{C} \right) + B \]

or

\[y = C \cosh \left( \frac{x-B}{C} \right) \]

Fit constants \( B \) and \( C \) so that the curve goes thru \( (x_0, y_0) \) \( \neq (x_1, y_1) \).
3) DEGENERATE SOLUTIONS (A MATHEMATICAL DIGRESSION)

The method of the calculus of variations fails if it happens that \( f = \frac{d}{dx} g(y(x,y)) \). Then any \( y(x) \) whatsoever is allowed.

Such a situation was clearly degenerated.

\[
\begin{align*}
    f &= \frac{\partial g}{\partial x} + \frac{\partial g}{\partial y} y' \quad ; \\
    \frac{df}{dy'} &= \frac{\partial g}{\partial y} \\
    \frac{df}{dx} &= \frac{\partial g}{\partial x} + \frac{\partial^2 g}{\partial y^2} y' \\
    \frac{\partial f}{\partial y} &= \frac{\partial^2 g}{\partial y^2} + \frac{\partial^2 g}{\partial y^2} y' \quad , \quad \text{and the } E-L \text{ equation is satisfied!}
\end{align*}
\]

As a corollary, if \( y(x) \) satisfies the E-L equations, then \( y(x) = \frac{d}{dx} g(x,y) \) does also, since the equations are linear.

4) The BRACHISTOCHROME

The particle starts from rest at \((x_1, y_1)\)

\[\text{Time} = \int_{x_1}^{x_2} \frac{ds}{v} \]

\[ds = \sqrt{1 + \left(\frac{dy}{dx}\right)^2} \quad \Rightarrow \quad v = \sqrt{\frac{1 + \left(\frac{dy}{dx}\right)^2}{y_1 - y}} \quad \Rightarrow \quad f = \frac{\sqrt{1 + \left(\frac{dy}{dx}\right)^2}}{y_1 - y} \]

\[\frac{\partial f}{\partial x} = 0 \quad \Rightarrow \quad y' \frac{\partial f}{\partial y'} - f = C_1 \quad \Rightarrow \quad y' = \sqrt{\frac{1}{C_1} - \frac{1}{y_1 - y}} \]

Some trick is needed! You may verify that the substitution

\[y_1 - y = \frac{1}{C_1} \sin^2 \theta \]

leads to

\[x = x_1 + \frac{a}{2} (\theta - \sin \theta) \quad y = y_1 - a(1 - \cos \theta) \quad \Rightarrow \quad a = \frac{1}{2} \frac{\partial f}{\partial x} \]

Another method is to parameterize the path by \( x = x(t), \ y = y(t) \)

Then \( ds = \sqrt{x'^2 + y'^2} \ dt \quad \Rightarrow \quad f = \sqrt{\frac{x'^2 + y'^2}{y_1 - y}} \)

Now there are 2 E-L equations:

\[
\begin{align*}
    \frac{df}{dx} - \frac{d}{dx} \frac{df}{dy} &= 0 \\
    \frac{df}{dy} - \frac{d}{dy} \frac{df}{dx} &= 0
\end{align*}
\]

\[\frac{df}{dx} = 0 \quad \Rightarrow \quad \frac{\partial f}{\partial x} + \frac{d}{dy} \frac{\partial f}{\partial y} - f = C \]

But this turns out to be the identity, \( C = 0 \).
\[ \frac{dy}{dx} = \frac{\sin \theta}{\cos^2 \theta} \]

**The cycloid has a cusp at** \((x_1, y_1)\).

How in practice do we find the cycloid which passes thru \((x_1, y_1)\)? All cycloids are similar (in a mathematical sense).

So draw any trial cycloid of parameter \(a\). If \(A\) is the parameter of the desired cycloid thru \((x_2, y_2)\), then \(A = a \frac{R}{y} \), as shown.

In general, \((x_2, y_2)\) is not at the bottom of the cycloid.

**John Bernoulli’s Method**

He supposed Fermat’s Principle applied.

That is, \(\frac{d\mu}{\theta} = \text{constant, as on p.51.}\)

Of course, \(v^2 = 2g (y_1 - y)\)

And \(d\mu/\theta = \cos \alpha\) in the notation used above.

Thus \(y = y_1 - \frac{\cos^2 \theta}{c^2}\), and the rest follows as above!
DIOS'S PROBLEM is to enclose the maximum total area by a curve of a fixed length. We cannot use our calculus of variations immediately, due to the presence of the auxiliary constraint.

However, LAGARANGE has provided us with an amazing technique to handle the difficulty. In general, if we wish to maximize \( F(x_1, y_1, \ldots) \) subject to a constraint, \( G(x_1, y_1, \ldots) = \text{constant} \), we simply consider

\[ F^* = F + \lambda G \]

where \( \lambda \) is an as yet undetermined constant, the LAGARANGE multiplier. Then minimize \( F^* \) by whatever procedure would have been suitable for \( F \) alone, and finally choose \( \lambda \) so that the constraint \( G(x_1, y_1, \ldots) = \text{const.} \) is satisfied.

We give 2 justifications of this method. First, via pictures. Suppose \( F = F(x, y) \) and we want to maximize this on the curve \( G(x, y) = 0 \).

At the desired point the gradients of \( F \) and \( G \) are parallel \( \Rightarrow \nabla F = -\lambda \nabla G \).

so \( \nabla (F + \lambda G) = 0 \).

But this is just the way we would find the absolute maximum of \( F \); i.e., find where \( \nabla F = 0 \).
We now give an algebraic derivation.

We wish to maximize \( F(x, y) \). If we move a little way off the maximum, \( \delta F = \frac{\partial F}{\partial x} \delta x + \frac{\partial F}{\partial y} \delta y = 0 \)

If \( \delta x \) and \( \delta y \) were independent, we would have \( \frac{\partial F}{\partial x} = 0 = \frac{\partial F}{\partial y} \)

But we are constrained to lie on the curve \( G(x, y) = 0 \).

\[
\frac{\partial G}{\partial x} \delta x + \frac{\partial G}{\partial y} \delta y = 0 \quad \text{expresses the constraint}
\]

between \( \delta x \) and \( \delta y \). Hence \( \frac{\partial F}{\partial x} = \frac{\partial F}{\partial y} = -\frac{\partial G}{\partial x} \frac{\partial G}{\partial y} \)

So we have \( \frac{\partial}{\partial x} (F + \lambda G) = 0 \) and \( \frac{\partial}{\partial y} (F + \lambda G) = 0 \) on \( \nabla (F + \lambda G) = 0 \)

as claimed.

We return to Dido's problem. We wish to maximize the area inside a closed curve. In order to use single-valued functions, we parameterize the curve by

\[
x = x(t) \quad y = y(t)
\]

and suppose that as \( t \) increases, we move anti-clockwise around the curve. The area is then

\[
A = -\int y \, dx = -\int y \, x' \, dt
\]

But also \( A = \int x \, dy = \int x \, y' \, dt \)

It proves convenient to combine these two expressions

\[
A = \frac{1}{2} \int (x' y - y' x) \, dt
\]

The constraint is that arc length \( L = \int ds = \int \sqrt{x'^2 + y'^2} \, dt \)

is constant. To use the notation introduced above:

\[
A \leftrightarrow F = \int f \, dt \quad L \leftrightarrow G = \int dt \quad \text{then} \quad F^* = \int (f + 2g) \, dt \equiv \int f^* \, dt
\]
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So we have \( f = \frac{1}{2} (x \dot{y} - y \dot{x}) \) and \( q = \sqrt{x^2 + y^2} \).

\( f^* = f + \lambda g \). We want \( \int f^* \, dt \) to be a maximum.

So \( f^* \) will obey the Euler-Lagrange equations:

\[
\frac{\partial f^*}{\partial x} = \frac{d}{dt} \frac{\partial f^*}{\partial \dot{x}}, \quad \frac{\partial f^*}{\partial y} = \frac{d}{dt} \frac{\partial f^*}{\partial \dot{y}}
\]

\[
\frac{\partial f^*}{\partial x} = \frac{\dot{y}}{2} = \frac{d}{dt} \frac{\dot{x}}{2} \implies \frac{d}{dt} \left( \frac{\dot{y}}{2} - \frac{\partial f^*}{\partial \dot{x}} \right) = 0
\]

But \( \frac{\partial f^*}{\partial \dot{x}} = -\frac{y}{2} + \frac{\lambda \dot{x}}{\sqrt{x^2 + y^2}} \) so \( \dot{y} - \frac{\lambda \dot{x}}{\sqrt{x^2 + y^2}} = C_1 \)

\[
\frac{\partial f^*}{\partial \dot{y}} = -\frac{x}{2} = \frac{d}{dt} \left( -\frac{x}{2} - \frac{\partial f^*}{\partial \dot{y}} \right) \implies \frac{d}{dt} \left( -\frac{x}{2} - \frac{\partial f^*}{\partial \dot{y}} \right) = 0
\]

\[
\frac{\partial f^*}{\partial \dot{y}} = \frac{x}{2} + \frac{\lambda \dot{y}}{\sqrt{x^2 + y^2}} \implies -\lambda \frac{\dot{y}}{\sqrt{x^2 + y^2}} = C_2
\]

Hence \( (x + C_1)^2 + (y - C_1)^2 = \lambda^2 \) a circle.

Clearly \( \lambda = \) radius, so choose \( \lambda = \frac{1}{2 \pi} \) to satisfy the constraint.
Hamilton's Principle

By now we see that the calculus of variations was made to order for Lagrange's method of mechanics. The equations
\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} - \frac{\partial L}{\partial q_i} = 0
\]
are of the form of the Euler-Lagrange equations for the problem of minimizing the action
\[
S = \int L \, dt.
\]
Thus we could replace Newton's laws by Hamilton's Principle (sometimes called the principle of least action), plus a prescription of how to calculate L.

At this point we make contact with the text of Landau & Lifshitz, which we will begin to follow more and more closely. L & L give a rather brilliant exposition of how to deduce the form of the Lagrangian L of a free particle from the principle of Galilean relativity (Newton's 1st law). This way of thinking is a powerful tool in guessing the forms of interactions among elementary particles, for which Newton's laws no longer give firm guidance.

Conservation Laws

It is amusing and instructive to re-examine the nature of our 3 conservation laws of mechanics from the Lagrangian viewpoint.

Energy

Suppose the Lagrangian L of the system does not depend explicitly on time:
\[
\frac{\partial L}{\partial t} = 0.
\]
Then from our discussion on p55, we know that
\[
H = \sum_i q_i \frac{\partial L}{\partial \dot{q}_i} - L = \sum_i q_i p_i - L \text{ = constant}
\]
H is the Hamiltonian of the system (whether or not it is constant).

We wish to show that H = E = total energy if the constraints are time independent. i.e., if
\[
\frac{\partial \tilde{r}_c(q_i)}{\partial t} = 0 \quad \text{holds for the coordinate transformation},
\]
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The potential $V$ does not depend on the velocities:

$$\frac{\partial V}{\partial q^i} = \frac{\partial T}{\partial \dot{q}^i}$$

Now $T = \sum_j \frac{1}{2} m_j \dot{q}_j^2 = \sum_j \frac{1}{2} m_j \left( \sum_i \frac{\partial}{\partial \dot{q}^i} \dot{q}_j^i \right) \frac{\partial}{\partial \dot{q}^i} \dot{q}_j^i = \sum_k a_{jk} \dot{q}_j^i \dot{q}_k^i$.

Using $\partial V / \partial t = 0$. Note that $a_{jk} = a_{kj}$ (q_l, ... q_n only).

$$\frac{\partial T}{\partial \dot{q}^i} = \sum_k a_{jk} \dot{q}_j^i \dot{q}_k^i$$

Thus $\sum_i \dot{q}_j^i \frac{\partial L}{\partial \dot{q}^i} = \sum_k a_{jk} \dot{q}_j^i \dot{q}_k^i = 2T$.

And $H = 2T - L = T + V = E = \text{Total Energy}$.

Thus conservation of energy $\iff$ invariance of the Lagrangian with respect to time.

What happens when the constraints depend on time?

Example: Prob (a) Set 2.

$$L = T = \frac{1}{2} m (\dot{r}^2 + \dot{\omega}^2 \omega^2)$$

$r = r_0 \cos \omega t$ (if $r_0 = 0$)

$\dot{r} = r_0 \omega \sin \omega t$

$$T = \frac{1}{2} m r_0^2 \omega^2 (\cos^2 \omega t + \sin^2 \omega t) \quad \text{not constant}$$

But $H = \dot{r} \frac{\partial L}{\partial \dot{r}} - L = m \dot{r}^2 - \frac{1}{2} m \dot{r}^2 - \frac{1}{2} m r^2 \omega^2 = \frac{1}{2} m (\dot{r}^2 - \omega^2 r^2)$

$$= \frac{1}{2} m r_0^2 \omega^2 (\cos^2 \omega t - \sin^2 \omega t) = -m r_0^2 \omega^2 = \text{constant!}$$

However, $H$ is not the energy, but merely an initial constant.

Why does $T$ change? The force of constraint is $\pm$ to the wire, but the wire is rotating, so $F$ has a component $\perp$ to the wire also. Hence $\frac{dT}{dt} < \bar{F} \cdot \dot{r} \neq 0$. We encourage you to work out the details on the homework set. [Does the fact that the constraint forces do work invalidate Lagrange's method here?]