Ph 205 Lecture 24

WATER WAVES

As a final example of wave motion, we consider waves in water. This is a rather large topic, we derive only a few results, and refer you to the literature thereafter.

These notes are largely taken from "Waves" by Crawford (Berkeley Physics, Vol. 3), and from the classic tome 'Hydrodynamics' by Lamb (Dover Paperback). A book with interesting photos of wave phenomena, as well as advanced derivations is 'Water Waves' by Stoker.

The Scope of Our Approach

We make several restrictions to be able to derive some results fairly quickly.

- We consider only gravity as the restoring force.
- We ignore surface tension, and the effect of the air above the water. The wind is responsible for the generation of many waves in the first place - and there are interesting couplings between air waves and water waves.
- We suppose the density of water is constant. I.e. the water is incompressible. (This is a good approximation.)
- We ignore the friction or viscosity of water. (Feynman calls this 'dry water'. Vol II Lectures 40, 41)
- We consider only plane waves, not circular waves ....

- In most fluid problems one is interested in the flow of the fluid. But in water waves a molecule of water doesn't have a net flow, but oscillates about an equilibrium position. We will use a description

\[ \bar{r} = (x, y, z) = \text{equilibrium position} \]

\[ \bar{s} = (s_x, s_y, s_z) = \bar{s}(x, y, z, t) = \text{displacement} \]

\[ \bar{r} = \bar{r} + \bar{s} = \text{actual position} \]

Then \( \ddot{\bar{r}} = \bar{s} = \text{velocity of the water which is at } (x, y, z) \text{ when at equilibrium, (not the velocity of the water presently at } (x, y, z)) \).

Before considering \( \bar{F} = m\bar{a} \), we can learn a lot about the nature of the waves from two additional restrictions.
CONSERVATION OF MATTER

Consider a small volume \( \Delta \text{vol} = \Delta x \Delta y \Delta z \) of water at equilibrium. The displaced water occupies a distorted cube, but the volume must be the same, since the density is constant.

If a box has edges with vectors \( \vec{a}, \vec{b}, \vec{c} \), the volume is

\[
\vec{a} \cdot \vec{b} \times \vec{c} = \begin{vmatrix}
a_x & a_y & a_z \\
b_x & b_y & b_z \\
c_x & c_y & c_z \\
\end{vmatrix}
\]

The edge originally described by \( \Delta \vec{x} = (\Delta x, 0, 0) \) becomes

\[
\Delta \vec{x} + \vec{F}(\Delta x, \Delta y, \Delta z) \approx \Delta \vec{x} + \left( \frac{\partial \Delta x}{\partial x} \right) \Delta x + \left( \frac{\partial \Delta y}{\partial y} \right) \Delta y + \left( \frac{\partial \Delta z}{\partial z} \right) \Delta z
\]

Similarly

\[
(0, \Delta y, 0) \rightarrow \left( \frac{\partial \Delta y}{\partial x} \right) \Delta y, \left( 1 + \frac{\partial \Delta y}{\partial y} \right) \Delta y, \frac{\partial \Delta z}{\partial y} \Delta y
\]

\[
(0, 0, \Delta z) \rightarrow \left( \frac{\partial \Delta z}{\partial x} \right) \Delta z, \frac{\partial \Delta z}{\partial y} \Delta z, \left( 1 + \frac{\partial \Delta z}{\partial z} \right) \Delta z
\]

And so

\[
\Delta x \Delta y \Delta z \approx \begin{vmatrix}
1 + \frac{\partial \Delta x}{\partial x} & \frac{\partial \Delta y}{\partial x} & \frac{\partial \Delta z}{\partial x} \\
\frac{\partial \Delta x}{\partial y} & 1 + \frac{\partial \Delta y}{\partial y} & \frac{\partial \Delta z}{\partial y} \\
\frac{\partial \Delta x}{\partial z} & \frac{\partial \Delta y}{\partial z} & 1 + \frac{\partial \Delta z}{\partial z}
\end{vmatrix} \Delta x \Delta y \Delta z
\]

\[
\approx \Delta x \Delta y \Delta z \left( 1 + \frac{\partial \Delta x}{\partial x} + \frac{\partial \Delta y}{\partial x} + \frac{\partial \Delta z}{\partial x} \right) + \mathcal{O}(\Delta x^2) + \ldots
\]

So for displacements which have reasonably small derivatives, we must have

\[
\nabla \cdot \vec{S} = \frac{\partial \Delta x}{\partial x} + \frac{\partial \Delta y}{\partial y} + \frac{\partial \Delta z}{\partial z} = 0
\]

(The displacements themselves need not be small.)

No whirlpools

We add another restriction:

No whirlpool motion

We require \( \iiint_{\text{any loop}} \vec{S} \cdot d\vec{l} = 0 \)
Thus our treatment excludes motions which are in fact physically possible—such as a rotating bucket of water, water spouts and maelstroms—and a whole class of waves—vortex waves (= smoke rings).

The relation \( \vec{\nabla} \cdot \vec{S} = 0 \) is like that for a conservative force. Hence a kind of 'potential' must exist, \( \phi(x, y, z, t) \) such that \( \vec{S} = \vec{\nabla} \phi \). \( \phi \) is a scalar function.

Also we learn at once that \( \nabla \times \vec{S} = 0 \) (Stokes' Theorem)

\[
1. \quad \frac{\partial S_y}{\partial z} - \frac{\partial S_z}{\partial y} = \frac{\partial S_z}{\partial x} - \frac{\partial S_x}{\partial z} = \frac{\partial S_x}{\partial y} - \frac{\partial S_y}{\partial x} = 0
\]

The Form of the Waves

Our restrictions, \( \nabla \cdot \vec{S} = 0 \), \( \nabla \times \vec{S} = 0 \), combined with the boundary conditions discussed below almost completely determine the form of the waves—without any consideration of \( F = ma \).

We consider motion only in the \( x-z \) plane, where \( z \) is vertical, \( x, y \) are horizontal. Let \( z = 0 \) be the equilibrium surface.

We also take \( S_y = 0 \) everywhere \( \Rightarrow \) plane wave motion.

In the spirit of Fourier, we seek solutions which are sine waves. Suppose the vertical motion takes the form of a travelling sine wave

\[
S_z = F(z) \sin(kx - \omega t)
\]

An observer readily sees only the wave at the surface \( z = 0 \), but we allow the possibility that the size of the wave displacement varies with depth.

In general, \( S_x = G(x, z, t) \).

But \( G \) is not arbitrary; given \( S_z \):

\[
\nabla \cdot \vec{S} = 0 \Rightarrow \frac{\partial S_x}{\partial z} = -\frac{\partial S_z}{\partial x} \Rightarrow \frac{\partial G}{\partial x} = -F(z) \sin(kx - \omega t)
\]

\[
\Rightarrow G = \frac{F}{k} \cos(kx - \omega t)
\]
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\( \partial x \bar{S} = 0 \Rightarrow \frac{\partial \bar{S}_x}{\partial \bar{z}} = \frac{\partial \bar{S}_z}{\partial \bar{x}} \Rightarrow \frac{F''}{F} \cos(Kx-\omega t) = KF \cos(Kx-\omega t) \)

or \( F'' = K^2 F \Rightarrow F = A e^{Kx} + B e^{-Kx} \)

and \( \bar{S}_x = (A e^{Kx} - B e^{-Kx}) \cos(Kx-\omega t) \)

\( \bar{S}_z = (A e^{Kx} + B e^{-Kx}) \sin(Kx-\omega t) \)

**Boundary Condition at the Bottom**

Let \( \bar{z} = -h \) be the bottom of the ocean. Certainly, we must have \( \bar{S}_z(x, y, -h, t) = 0 \) as our boundary condition!

Hence \( A e^{-Kh} + B e^{Kh} = 0 \Rightarrow B = -A e^{2Kh} \)

and so \( \bar{S}_x = C \cosh K(\bar{z}+h) \cos(Kx-\omega t) \)

and so \( \bar{S}_z = C \sinh K(\bar{z}+h) \sin(Kx-\omega t) \)

\[ C = 2A e^{-Kh} \]

**Motion of a Molecule**

A famous geometrical relation can now be observed. The motion of a molecule initially at depth \( \bar{z} \) is an ellipse:

\[ \frac{\bar{S}_x^2}{\cosh^2 K(\bar{z}+h)} + \frac{\bar{S}_z^2}{\sinh^2 K(\bar{z}+h)} = \bar{C}^2 \]

Some special cases are noteworthy:

1) **Deep Water** \((h \to \infty)\)

\[ \cosh^2 K(\bar{z}+h) \approx \sinh^2 K(\bar{z}+h) \approx \text{constant} \cdot \varepsilon \]

So \( \bar{S}_x^2 + \bar{S}_z^2 = \text{constant} \cdot \varepsilon \)

The motion is a **circle** , whose radius decreases with depth.

**Puzzle:** Does this motion violate our assumption of no whirlpools ?
At the surface \( z = 0 \), at time \( t = 0 \), the shape is
\[
R_x = x + D_k \omega_k x = \frac{1}{k} (k_k + D_k \omega_k k_k) n x + D_k \omega_k \chi
\]
\[
R_z = D_k \omega_k k_k = \frac{1}{k} D_k \omega_k n x \odot n \omega_k n x
\]
This is the pattern of a point at radius \( D_k \) on a rolling wheel of radius 1.

The extreme case \( D_k = 1 \) is a cycloid. For \( D_k << 1 \), the surface looks like a sine wave.

b) Shallow Water \((h \gg 0, \ k \ h << 1)\)

The wavelength \( \lambda = \frac{2 \pi h}{k} \) is much longer than the depth of the water.

Then \( \sin h k (n+1) \) is always very small compared to \( \cos h k (n+1) n \).

The water moves mainly horizontally, sloshing back and forth.

The horizontal motion is large near the bottom, which is possible if we ignore friction.

All of the above results come just from the conservation of matter and the absence of whirlpools. We haven't used \( F = ma \) yet. This is needed to determine the velocity of the waves.

We can get some insight into the velocity of the waves from dimensional analysis!
DIMENSIONAL ANALYSIS

If we can find the dispersion relation \( \omega = \omega(k) \), we immediately know the wave velocities:

\[
V_{\text{phase}} = \frac{\omega}{k} \quad V_{\text{group}} = \frac{1}{k} \frac{\partial \omega}{\partial k}
\]

We can learn a lot from dimensional analysis. \( \omega \) might depend on:

- \( k \) of course
- \( g \) = gravity
- \( p \) = density
- \( h \) = depth
- \( C \) = wave amplitude

We shall assume \( \omega \) doesn't depend on the amplitude \( C \), as is typical in small oscillatory motion.

a) Deep Water. \( h \) is so big that the wave on the surface doesn't know about the bottom, so \( \omega \) can't depend on \( h \).

Then \( \omega \propto k^x g^y p^z \)

Dimensionally:

\[
\frac{1}{k} \propto \left( \frac{1}{\text{kg}} \right) \left( \frac{\text{m}}{\text{kg}} \right)^y \left( \frac{\text{m}}{\text{s}^3} \right)^z
\]

Hence \( x = 0, \ y = \frac{1}{2}, \ z = \frac{1}{2} \)

\( \Rightarrow \omega \propto \sqrt{g/k} \) (up to a constant factor)

\( V_p = \frac{1}{2} \sqrt{g/k} \quad V_g = \frac{1}{2} \sqrt{3g/k} \)

And \( V_p = 2V_g \) no matter what the constant is!

The velocity depends on the wavelength. Long waves travel fast!

b) Shallow Water. Now we can't neglect \( h \)

\( \omega \propto k^x g^y p^z h^s \)

\[
\frac{1}{k} \propto \left( \frac{1}{\text{kg}} \right) \left( \frac{\text{m}}{\text{kg}} \right)^y \left( \frac{\text{m}}{\text{kg}} \right)^z \left( \frac{\text{m}}{\text{s}^3} \right)^w
\]

\( \Rightarrow x = 0, \ y = \frac{1}{2}, \ z = \frac{1}{2} \) and \( s = 1 \)

\( \omega = \sqrt{gk} (Kh)^{1/2} \)
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We know $S = 0$. $S = 27$ is unlikely.

An inspired guess is $S = \frac{1}{2}$.

$\omega = k \sqrt{g \xi}$, $V_p = V_0 = \sqrt{g \xi} \Rightarrow$ no dispersion

The Equation of Motion

We now use $F = ma$ on a small volume of water whose equilibrium coordinate is $\bar{r} = (x, y, z)$. Recall that the actual position is $\bar{r} = \bar{r} + \bar{s}$.

The volume element is $dV = dxdydz$.

Then $m\ddot{\bar{r}} = p dV \ddot{\bar{s}}$, since $\bar{y}$ is constant in time.

$F$ includes only gravity, and water pressure (an effect of gravity). We ignore viscosity, air pressure, etc.

The force of gravity is of course $-pg dV \ddot{\bar{s}}$.

If the pressure is uniform, there is no net pressure force, the force depends on the pressure gradient.

$F_x = dA \left( P(R_x) - P(R_x + dR_x) \right) = -\frac{\partial P}{\partial R_x} dR_x dA \bar{s} \propto = -\frac{\partial P}{\partial R_x} dV \ddot{\bar{s}}$

\[
\text{Not } F_x = -\frac{\partial P}{\partial x} dV \ddot{\bar{s}}. \text{ The pressure force must include }
\]

\[
\text{the effect of distortions of } dV \text{ due to the displacement } \bar{s}.
\]

Altogether,

\[
p \dddot{\bar{s}} = -\frac{\partial P}{\partial \bar{r}} - pg \dddot{\bar{s}}
\]

We cannot simply write $P \bar{s} \bar{g} \text{ height}$ — which is true only if the water is not moving vertically!

If the water were falling vertically, $V_x = g \bar{t}$ and $P = \rho \bar{g}$ everywhere.

The term $\frac{\partial P}{\partial \bar{r}}$ is somewhat clumsy. It would be nicer to have $\frac{\partial P}{\partial \bar{x}}$ instead. (\Rightarrow $\frac{\partial P}{\partial \bar{x}}$ in components)

But $\frac{\partial P}{\partial \bar{x}} = \frac{1}{3} \frac{\partial P}{\partial \bar{r}} \frac{\partial \bar{r}}{\partial \bar{x}} = \frac{1}{3} \frac{\partial P}{\partial \bar{x}} (\bar{s} \dddot{\bar{r}} + \dddot{\bar{r}})$. 

In component form, the equation of motion is
\[ \ddot{S}_j = -\frac{1}{\rho} \frac{\partial P}{\partial r_j} - g \delta_{i3} \]

Multiply by \( \frac{\partial r_j}{\partial x_i} = S_i j + \frac{\partial S_i j}{\partial x_i} \) and sum over \( j \)
\[ \ddot{S}_i + \sum_j \dot{S}_j \frac{\partial S_i}{\partial x_i} = -\frac{1}{\rho} \sum_j \frac{\partial P}{\partial r_j} \frac{\partial r_j}{\partial x_i} - g \left( S_i 3 + \frac{\partial S_3}{\partial x_i} \right) \]

The equation of motion is non-linear.

Unfortunately, this is non-linear.

Ultimately to get a simple result, we will have to ignore the non-linear term, but we can learn a bit about the non-linear behavior by deferring this step for a while.

Recall the form of our trial solutions:
\[ S_x = C \cosh k(\xi - t) \cos(kx - ut) \quad S_y = 0 \quad S_z = C \sinh k(\xi - t) \sin(kx - ut) \]

Thus \( \ddot{S}_j = -\omega^2 S_j \) of course.

Also \( \dot{S}_i = \frac{\partial}{\partial x_i} \left( \frac{C}{k} \cosh k(\xi - t) \sin(kx - ut) \right) \)

[Remember: \( \partial x_i \bar{S} = 0 \Rightarrow \bar{S} = \nabla \phi \) for some function \( \phi \)]

Also \( \sum_j \dot{S}_j \frac{\partial S_i}{\partial x_i} = -\omega^2 \sum_j \dot{S}_j \frac{\partial S_i}{\partial x_i} = -\frac{\omega^2}{2} \sum_j \dot{S}_j^2 \)

And \( \sum_j S_j^2 = C^2 \cosh^2 k(\xi - t) \cos^2(kx - ut) + C^2 \sinh^2 k(\xi - t) \sin^2(kx - ut) \)

\[ = C^2 \left( \cosh^2 k(\xi - t) - \sin^2(kx - ut) \right) \]

All terms in the equation of motion have now been expressed as derivatives with respect to \( x_i \), so we can integrate once:

\[ \omega^2 \left[ \frac{C}{k} \cosh k(\xi - t) \sin(kx - ut) + \frac{C^2}{2} \left( \cosh^2 k(\xi - t) - \sin^2(kx - ut) \right) \right] \]

\[ = \frac{P(x, z, t)}{\rho} + g z + g C \cosh k(\xi - t) \sin(kx - ut) + \text{const.} \]
At the surface, the pressure must be a constant (= zero ignoring air pressure). Putting \( z = 0 \), \( p = 0 \) and the constant of integration to zero,

\[
\omega^2 \left[ \frac{C}{K} \cos h \sin (kx - ut) + \frac{c^2}{2} \cos h^2 kh - \sin^2 (kx - ut) \right]
\]

\[= g \ C \ \sin h \ \sin (kx - ut) \]

This cannot be true in general, but if \( C < c \) it's O.K.

Thus our solution is restricted to waves whose height is much less than a wavelength.

Then

\[
\omega = \sqrt{gkh} \tan h\kh
\]

a) Deep water \( h \to \infty \) \( \tan h Kh \to 1 \)

\[
\omega = \sqrt{gh}
\]

b) Shallow water \( Kh < 1 \), \( \tan h Kh \sim Kh \)

\[
\omega = \sqrt{gkh} \]

As guessed before.

Surf's Up

What happens when the distance to the bottom is decreasing?

The waves break! That is, they topple over in the direction of motion. This is certainly a non-linear effect.

We can offer 2 pseudo-explanations of this effect:

a) Since \( u \sim \sqrt{gh} \) for small \( h \), \( u \) decreases as the wave nears the shore. The front part of the wave slows down first, and the back of the wave overruns it.
1) Let's re-examine the non-linear relation for the wave at the surface (p. 266) in the case $kh < 1$.

Then for $P = \text{constant}$ we must have

$$\frac{\omega^2 c}{K^2} \sin(kx - \omega t) - \frac{\omega^2 c^2}{2} \sin^2(kx - \omega t) = gckh \sin(kx - \omega t)$$

or

$$\frac{\omega^2}{K^2} = \frac{V_p^2}{g} + \frac{\omega^2 c^2}{2K} \sin(kx - \omega t)$$

Note that $S_2$ | surface $\sim ckh \sin(kx - \omega t)$

so

$$V_p^2 = gh + \frac{\omega^2 c^2}{2K^2} \sin(kx - \omega t)$$

and

$$V_p^2 = gh \left(1 - \frac{S_2}{2h}\right) \approx g \left(h + \frac{S_2}{2}ight)$$

Thus the phase velocity (and group velocity!) is greater on a crest than in a valley. Again the top of the wave will overtake the bottom.

Note that this effect occurs even if $h$ is constant, but when the amplitude $S_2$ is not infinitesimal compared to $h$.

Hence the non-linear equation of motion implies that pure sine waves distort as they move forward (in shallow water) — in particular the wave becomes steeper in front.

Thus waves break on water even when the bottom is flat and the shore is far away...

By a mathematical miracle, if you let $h \to 0$, the non-linear terms on p. 266 go to a constant (assuming $c_0kh \to \text{constant as } h \to 0$) — and pure sine waves propagate undistorted on deep water.

2) We might also suppose that friction at the bottom cannot be completely neglected. This would retar the water in the valleys more than in the crests...
Solitons

We might suppose that the non-linear term causes distortions in all water waves if h is small. Amazingly this is not the case — as was discovered by Scott Russell in 1834 by observing waves in a barge canal.

There is a kind of bell-shaped pulse

which propagates undiminished and undistorted, satisfying the non-linear equation of motion (to 2nd order)

The equation of the surface is:

\[ z = A \cosh^2 \left( \frac{2\sqrt{2A}}{3h^3} (x-ct) \right) \]

which moves with velocity \( c^2 = g (h+\Delta) \)

This is the soliton or solitary wave solution.

In recent times (Kruskal, 1967 at Princeton!) it has been shown that 2 colliding solitons scatter due to the non-linear terms, but re-emerge as solitons. (Linear waves just pass through one another). Hence these non-linear solutions are very much like particles, which was caused a lot of excitement in view of certain claims of quantum mechanics.

**The Wake of a Boat**


The wake of a boat has a complicated structure.

There is a V-shaped disturbance which extends backwards from the tip of the boat - which is sometimes called a 'shock wave' (although this is only partly correct, as we will see).

The half angle of this disturbance is about 20°, and is independent of the speed of the boat! Compare the wake of a duck on lake Carnegie.

We will show now how the prominent features of the wake follow from the dispersion relation for water waves in deep water:

$$\omega = \sqrt{gK}$$  \hspace{1cm} (deep water)

$$\Rightarrow V_p = \frac{\omega}{K} = \sqrt{\frac{g}{2\eta}}$$; \hspace{0.5cm} \frac{d\omega}{dK} = \frac{1}{2} V_p$$

But first, we examine the 'shock wave' effect which occurs in case \( V_p \) constant (i.e., no dispersion).

As the boat moves with velocity \( U_o \) it generates a succession of circular waves. If \( U_o > U_p \) these circles interfere constructively to give a strong wave at angle \( \phi \), where

$$\sin \phi = \frac{U_p}{U_o}$$

For higher-speed boats, this would give smaller angles, \( \phi \), unlike the actual observations.
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But for real water, $v_p$ varies with wavelength, and the group velocity obeys $v_g = \frac{1}{2} v_p$ (if depth $h \gg \lambda$).

Consider again what happens to waves of a given wavelength $\lambda$ generated by the boat.

Again, while the boat moves distance $v_0 t$, a wave of length $\lambda$ moves an $v_p t$. But the boat generates waves of a wide spectrum of wavelengths. These different waves interfere to produce the observed pattern. Recall that the group velocity describes the propagation of the interference pattern, while the phase velocity describes its component waves.

Hence the disturbance caused by the boat at $t = 0$ propagates only a distance $v_p t$, so far as the eye will readily see. This will lead to an apparent 'shock wave' at angle $\theta(\lambda)$ rather than $\phi(\lambda)$ as sketched. These shock waves will be prominent only if many different wavelengths $\lambda$ all contribute to the same $\theta$.

i.e. $\frac{d \theta}{d \lambda} = 0$ at the most prominent $\theta$.

Since $\phi$ is a monotonic function of $\lambda$, it is sufficient to require $\frac{d \theta}{d \phi} = 0$

Now $\theta = \phi - \alpha$, and $\tan \alpha = \frac{1}{2} \tan \phi$ from the figure above.

Taking derivatives, we find $\tan \phi = \sqrt{2} \Rightarrow \phi = 54.7^\circ$

$\Rightarrow \alpha = 19.5^\circ$ independent of $v_0$!

The favored angle $\phi = 54.7^\circ$ leads to a favored wave length (from p 269)

$\lambda = \frac{2\pi}{\phi} \frac{H h^2}{v_0^2} \sim v_0^2$

This is the separation of the ridges seen along the 'shock wave'.

Further, these ridges make the characteristic angle $\phi = 54.7^\circ$ to the motion of the boat....

\[ \phi : \theta \]
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