Ph 205 Lecture 23

(The last lecture will meet Friday, Dec. 15, 1 P.M.)

**TRAVELLING WAVES**

The wave equation for a stretched string is

\[ \ddot{s} = \frac{c^2}{\rho} \dot{s} \]  

where \( c^2 = \frac{T}{\rho} \)

We noted earlier that \( s = f(x-ct) + g(x+ct) \) is a solution for any functions \( f(x) \) and \( g(x) \).

**Example:**

\[
\begin{align*}
&f(x) \quad \Rightarrow \\
&g(x) \\
&c(t_2 - t_1)
\end{align*}
\]

For \( s = f(x-ct) \) or \( g(x+ct) \) the wave doesn't change shape with time - but it is displaced by a distance \( \pm c \Delta t \).

These are the travelling waves.

**Example** Suppose you shake one end of a very long string (which is under tension) according to \( s(0,t) = F(t) \)

\[
F(t) \downarrow \\
\Rightarrow \\
\Rightarrow x
\]

Physically we expect only the outward-going wave \( f(x-ct) \)

Then \( s(0,t) = f(-ct) = F(t) \) or \( f(x) = F\left(\frac{x}{c}\right) \)

and \( s(x,t) = F\left(t - \frac{x}{c}\right) \)

**Example** Suppose we shake the middle (\( x=0 \)) of a long string according to \( s(0,t) = F(t) \).

Now we expect waves in both the +x and -x directions

\[ s(x,t) = f(x-ct) + g(x+ct) \]

But the situation is symmetric about \( x=0 \) \( \Rightarrow f = g \)

Hence \( s(x,t) = \frac{1}{2} F\left(t - \frac{x}{c}\right) + \frac{1}{2} F\left(t + \frac{x}{c}\right) \)
**Reflection at a Boundary**

**What happens to a travelling wave at the end of its rope?**

As before there are 2 cases.

a) **Fixed End.** \( s(l,t) = 0 \)

Our pulse \( f(x - ct) \) never vanishes in shape, but we can imagine a 'fictitious' pulse \(-f(-x - ct + 2l)\)

Heading towards the boundary from the 'unphysical' region \( x > l \).

The two pulses add (the wave equation is linear!) to give zero at \( x = l \), satisfying the boundary condition.

For large \( \epsilon \), the original pulse becomes 'fictitious' and we see an inverted wave moving in the \(-x\) direction.

**Fixed Boundary**
Standing Waves as a Special Case of Travelling Waves

If the string is fixed at both ends, the wave is 'trapped', and bounces back and forth. But any wave on a finite string can be expressed as a sum of standing wave modes by means of a Fourier Series.

Likewise, any wave can be expressed as a sum of travelling waves.

For example: \( \sin \frac{\pi x}{L} \cos \frac{n \pi c t}{L} \) is a standing wave.

By a trig. identity this is also

\[
\frac{1}{2} \left[ \sin \frac{n \pi (x - ct)}{L} + \sin \frac{n \pi (x + ct)}{L} \right]
\]

which is the sum of two travelling sine waves of the same shape - but moving in opposite directions.
Example: The Plucked String

We found 
\[ S(x,t) = \frac{250 \cdot a^2}{\pi^2 \cdot n^2 \cdot (2n - 1)} \left( \frac{1}{\pi} \sin \frac{\pi x}{l} \right) \cos \frac{n \cdot \pi \cdot c \cdot t}{l} \]

in terms of standing wave modes. But we did not get a clear picture of what \( S(x,t) \) "looks" like. (As opposed to what it "sounds" like, which we learn from Fourier).

Now we see that the plucking also generates two traveling waves which propagate in opposite directions, and are reflected, with inversion, at the fixed ends. We can imagine additional pieces of the traveling waves to provide the proper reflections.

We see only the sum of these two between 0 and \( l \).
Reflection and Transmission

Suppose the string is made of 2 pieces of different densities $p_1$ and $p_2$.

What happens to a travelling wave at the junction?

On each piece the waves have velocities $c_1 = \sqrt{T/p_1}$ and $c_2 = \sqrt{T/p_2}$, ($T_1 = T_2$ of course)

At the junction we must have $S_1(0, t) = S_2(0, t)$

and also $S'_1(0, t) = S'_2(0, t)$ (no mass at the junction)

Suppose we have an incident wave on piece 1, $F(t - \frac{x}{c_1})$

After it hits the junction we might expect a reflected wave

Also, so $S_1(x, t) = F(t - \frac{x}{c_1}) + G(t - \frac{x}{c_1})$ \[\alpha < 0\]

On the 2nd piece we will have only a transmitted wave:

$S_2 = H(t - \frac{x}{c_2})$ \[\alpha > 0\]

Then at $x = 0$, $F(t) + G(t) = H(t)$

and $-\frac{1}{c_1} \frac{d}{dt} F(t) + \frac{1}{c_1} \frac{d}{dt} G(t) = \frac{1}{c_2} \frac{d}{dt} H(t)$

The 1st equation suggests (aided by a bit of 'intuition')

$G = A_R F$ and $H = A_T F$

and hence $1 + A_R = A_T$

The 2nd equation \(\Rightarrow -\frac{1}{c_1} + \frac{A_R}{c_1} = -\frac{A_T}{c_2}\)

After some algebra: $A_R = \frac{c_1 - c_2}{c_2 + c_1}$ \[\alpha = \frac{2c_2}{c_2 + c_1}\]

Some special cases are:

a) $c_1 = c_2 \Rightarrow$ Really just one string

Then $A_R = 0$ and $A_T = 1$ as expected.
2) $p_x \to \infty \Rightarrow c_x \to 0$ and the string is fixed at $x=0$.

   $\Rightarrow A_x = -1$, $A_T = 0$ as expected from p. 248.

3) $p_x = 0 \Rightarrow c_x \to \infty$ and the string is 'free' at $x=0$.

   $\Rightarrow A_x = +1$ but $A_T = 2$. $A_x = 1$ is expected from p. 249.

Energy Considerations

The incident wave carries energy with it!

\[ K.E. = \frac{p_x}{2} \int \dot{F}^2 \, dx = \frac{I}{2c_1^2} \int \dot{F}^2 \, dx \]

\[ P.E. = \frac{I}{2} \int F'^2 \, dx = \frac{I}{2c_1^2} \int \dot{F}^2 \, dx \quad \text{since} \quad F' = -\frac{1}{c_1} \dot{F} \]

\[ E = \frac{I}{c_1^2} \int \dot{F}^2 \, dx \quad \text{and} \quad E \text{ moves with the wave.} \]

For an observer at fixed $x$, the more relevant quantity is the energy flow past $x$. Since the wave moves with velocity $c_1$, the flow is $Ec_1 \approx \frac{1}{c_1}$ (incident wave).

At the junction we expect the same amount of energy to flow out as flows in.

For the reflected wave, the flow is $\sim \frac{A_x^2}{c_1}$.

For the transmitted wave, the flow is $\sim \frac{A_T^2}{c_2}$.

The total flow out is then $\sim \frac{A_x^2}{c_1} + \frac{A_T^2}{c_2} = \frac{1}{c_1} \left\{ \frac{(c_2-c_1)^2}{(c_2+c_1)^2} + \frac{c_1}{c_2} \frac{4c_2^2}{(c_2+c_1)^2} \right\} = \frac{1}{c_1}$

So energy is indeed conserved at the junction.

Note that in the limiting cases 2) and 3) above, no energy is transmitted across the junction.
TRAVELLING WAVES ON A STIFF STRING

We wish to consider the effect of 'stiffness' of our stretched string—its resistance to bending. The stiff string is essentially an elastic bar under tension. We still assume the midplane of the bar or string has constant length. We consider only transverse waves here.

We must add the effect of tension to our derivation of the equation of motion given on p. 238. The kinetic energy remains as before: $KE = \frac{ρA}{2} \int s'^2 dx$ (neglecting rotary K.E.).

But the P.E. has terms in addition to $\frac{YT}{2\rho} \int s'^{12} dx$.

There is a new piece $\frac{I}{2} \int s'^6 dx$ as for a stretched string—$(T=Tension)$.

Also, the integrand $\frac{YT}{2\rho} s'^{12}$ requires modification. It was derived by considering that the force across an element of the bar is $YA dE/l_0$. But due to the tension, the equilibrium length of the bar prior to bending is $l$ rather than $l_0$, as related by $\frac{I}{A} = \frac{Y}{l} \frac{l}{l_0}$ or $\frac{l}{l_0} = \frac{T + YA}{YA}$. Hence

Force due to stretch $dE = \frac{YA dE}{l_0} = \left( T + YA \right) \frac{da}{dE} \Rightarrow \frac{YT}{2\rho} \int s'^{12} dx \Rightarrow \left( T + A \right) \frac{I}{A} \int s'^{12} dx$

And $P.E. = \frac{T}{2} \left( T + A \right) \frac{I}{A} \int s'^{12} dx + \frac{T}{2} \int s'^6 dx$

The equation of motion is then at once

$P.A. s'' - T s'' + (T + A) \frac{I}{\rho} s''' = 0$

We define $a^2 = T/\rho$, $b^2 = (Y A + T)/\rho$, and $d^2 = I/A$

Then

$s'' = a^2 s''' - b \frac{d^2 s'''}{dx^2}$

If the 'stiffness' is ignored, $s'' = a^2 s'''$, and $a$ is the wave velocity.

We leave it to you to solve this equation for standing waves.

What about travelling waves?

This wave equation does not have solutions like $s(x,t) = f(x-ct) + g(x+ct)$ for arbitrary $f \neq g$. 
But we can look for oscillatory solutions, and try to build the general solution out of these. A la Fourier. (The differential equation is linear \( \Rightarrow \) superposition works!)

We try

\[
S(x,t) = \cos \left( K x + \omega t \right)
\]

Plugging in:

\[
\omega^2 = \omega_0^2 K^2 + b^2 d^2 K^4
\]

The velocity of this wave is

\[
C = \frac{\omega}{K} = \sqrt{\frac{\omega_0^2 K^2 + b^2 d^2 K^4}{K}}
\]

Which depends on the wavelength \( \lambda = \frac{2\pi}{C} \), or equivalently, on the frequency.

This phenomenon is called dispersion. If a wave is the superposition of several sine waves of different frequency, it does not have a unique velocity - and the shape of the wave changes with time as the various component sine waves disperse!

**Phase Velocity and Group Velocity**

When we combine waves of very similar frequency, an important result emerges.

**Example**

\[
f(x,t) = \cos \left( K_1 x - \omega_1 t \right) + \cos \left( K_2 x - \omega_2 t \right)
\]

\[
= 2 \cos \left( \frac{K_1 + K_2}{2} x - \frac{\omega_1 + \omega_2}{2} t \right) \cos \left( \frac{K_1 - K_2}{2} x - \frac{\omega_1 - \omega_2}{2} t \right)
\]

\[
\lambda_{\text{small}} = \frac{2\pi}{K}
\]

\[
\lambda_{\text{big}} = \frac{4\pi}{\Delta K}
\]

The short wavelength ripples move with velocity

\[
V_p = \frac{\omega_1 - \omega_2}{2K} \Rightarrow \text{PHASE VELOCITY}
\]

The long wavelength envelope is a kind of 'beat' phenomenon, and moves with velocity

\[
V_g = \frac{\Delta \omega}{\Delta K} \Rightarrow \text{GROUP VELOCITY}
\]

(names due to Rayleigh)
Example  In a bar without tension, \( a = 0 \), and transverse waves obey
\[
\omega = b \cdot d \cdot k^2
\]

\[
\Rightarrow \quad \nu_p = b \cdot d \cdot k \quad \text{while} \quad \nu_q = \frac{d \omega}{dk} = 2bdk = 2\nu_p
\]

The envelope moves ahead with twice the velocity of the waves which it is composed of!

**Fourier Analysis**

We wish to consider how we can build up an arbitrary wave solution \( f(x, t) \), supposing we know the initial pulse shape \( f(x, 0) = F(k) \).

If the string were of finite length \( L \), we know we could write
\[
F(k) = \sum_{n=1}^{\infty} A_n \cos \frac{n\pi x}{L} + B_n \sin \frac{n\pi x}{L}
\]

As \( L \to \infty \), \( k = \frac{n\pi}{L} \) takes on essentially a continuum of values, and we might expect
\[
F(k) = \int_{0}^{\infty} (A(k) \cos kx + B(k) \sin kx) \, dk
\]

with \( A \) and \( B \) real functions of the wave number \( k \).

Recall \( \cos kx = \frac{e^{ikx} + e^{-ikx}}{2} \) \( \sin kx = \frac{e^{ikx} - e^{-ikx}}{2i} \)

So
\[
F(k) = \int_{0}^{\infty} \left( \frac{A(k) - iB(k)}{2} \right) e^{ikx} \, dk + \int_{0}^{\infty} \left( \frac{A(k) + iB(k)}{2} \right) e^{-ikx} \, dk
\]

Let \( C(k) = \frac{A - iB}{2} \) and so \( C^* = \frac{A + iB}{2} \) \( (k > 0) \)

If we define \( C(-k) = C^*(k) \), then
\[
\int_{0}^{\infty} C^*(k) e^{-ikx} \, dk = \int_{-\infty}^{0} C(k) e^{ikx} \, dk
\]

And
\[
F(k) = \int_{-\infty}^{\infty} C(k) e^{ikx} \, dk
\]

The inverse is
\[
C(k) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(k') e^{-ik'} \, dk'
\]
The inverse relation can be verified by noting
\[
\int_{-\infty}^{\infty} e^{i(k' - k)x} \, dk = 2\pi \delta(k' - k) \left\{ \frac{\sin(k' - k)a}{k' - k} \right\}
\]

Finally the propagating wave is
\[
F(x, t) = \int_{-\infty}^{\infty} C(k) e^{i(kx - \omega(k)t)} \, dk
\]

where \( \omega = \omega(k) \) is known from the dispersion relation derived from the wave equation as on p. 264.

Of course, we take the real part of \( F(x, t) \) at the end of the calculation.

**Group Velocity Revisited**

Consider a wave that is almost a pure frequency.

\[\Rightarrow \text{its Fourier component spectrum is very narrow}\]

Then \( \omega(k) \approx \omega(k_0) + \frac{d\omega}{dk} \bigg|_{k_0} \]

and \( F(x, t) \approx \int_{-\infty}^{\infty} C(k) \left\{ e^{i(kx - \omega(k)t)} - \frac{d\omega}{dk} \bigg|_{k_0} (k - k_0)t \right\} \, dk \)

\[\approx e^{-i\left[\omega(k_0) - \frac{d\omega}{dk} \bigg|_{k_0} \right]t} \int_{-\infty}^{\infty} C(k) e^{ikx} \frac{d\omega}{dk} \bigg|_{k_0} \, dk \]

\[\Rightarrow F(x - \frac{d\omega}{dk} \bigg|_{k_0} t) \text{ where } F(k) = \int_{-\infty}^{\infty} C(k) e^{ikx} \, dk\]

\[\Rightarrow F(k) \text{ is the shape at } t = 0\]

Thus the wave keeps its shape and moves with velocity
\[v_g = \frac{d\omega}{dk} = \text{Group Velocity}\]
UNCERTAINTY RELATIONS

A very sharp pulse must be composed out of a large range of frequencies, according to our Fourier analysis.

\[ F(\chi) = \delta(\chi) \Rightarrow C(k) = \frac{1}{2\pi} \int \delta(\chi) e^{ikx} \, d\chi = \frac{1}{2\pi} \]

\[
\begin{array}{c}
\text{F(\chi)} \\
\uparrow \\
\chi \\
\text{F(k)} \\
\uparrow \\
k
\end{array}
\]

Likewise a wave of a pure frequency must extend over all space!

An intermediate case might be \[ F(\chi) = \begin{cases} 1 & \chi \in c_0 \, c_0 \\ 0 & \text{otherwise} \end{cases} \]

Then \[ C(k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{ikx} \, dx = \frac{\sin k\pi}{\pi k} \]

The widths of the functions \( F(\chi) \) and \( C(k) \) obey

\[ \Delta \chi \Delta k \sim 8 \]

A general result of Fourier analysis is that \( \Delta \chi \Delta k \geq \frac{\pi}{2} \)

This is a kind of uncertainty relation in that one cannot have simultaneously a narrow pulse in space and in frequency.

The minimum product \( \Delta \chi \Delta k \) is achieved by Gaussian pulses:

\[ F(\chi) = e^{-\frac{x^2}{2\Delta^2}} \Rightarrow C(k) = \frac{1}{2\pi} \int e^{-\frac{x^2}{2\Delta^2}} e^{ikx} \, dx \]

\[ = \frac{1}{2\pi} \Delta^2 \int e^{-\frac{(x-ik\Delta^2)^2}{2\Delta^2}} \, dx \]

\[ = \frac{1}{2\Delta^2} \]

So \( C(k) \) is \( e^{-\frac{1}{2}} \) a Gaussian also! (constant not a function of \( k \))

So \( \Delta x \Delta k = \left( \frac{2.35}{\Delta} \right)^2 \approx 5.54 \)

It is perhaps more memorable to use the r.m.s. width, for which \( \Delta x \Delta k \sim 1 \)
Group Velocity

Kirk T. McDonald
Joseph Henry Laboratories, Princeton University, Princeton, NJ 08544
(December 4, 1996)

It seems that the concept of group velocity was first enunciated by Hamilton in 1841 in published abstracts of works that never appeared. Hamilton considered a wave \( \cos(kx - \omega t) \) defined only for negative \( x \) at \( t = 0 \) and incident on a dispersive medium that occupies the region \( x > 0 \). He concluded “that the velocity with which such vibration spreads into those portions of the vibratory medium which were previously undisturbed is in general different for the velocity of passage of a given phase from one particle to another within that portion of the medium which is already fully agitated; since we have velocity of transmission of phase \( = \omega/k \) but velocity of propagation of vibrating motion \( = d\omega/dk \).” However, these results were largely ignored.

The group-velocity concept became widely known after being (re)introduced by Stokes in 1876 in a hydrodynamic context, and the greater generality of the concept emphasized by Rayleigh in 1877 in sec. 191 of his book *The Theory of Sound*. The early history of the group-velocity concept is well summarized in the book *The Propagation of Disturbances in Dispersive Media* by T.H. Havelock (Cambridge U. Press, 1914).

I give two answers to the question of how one knows that wave energy propagates with the group velocity, both of which are “standard”. The discussion will be restricted to wave motion along the \( x \) axis for brevity.

1. The total energy \( E \) associated with a wave of amplitude \( f(x, t) \) at a time \( t \) can in general be written

\[
E(t) = \int (Af^2 + B\dot{f}^2) \, dx,
\]

where \( \dot{f} = \partial f/\partial t \) and either of \( A \) or \( B \) might be zero depending on the physical system. Typically, the term \( Af^2 \) is associated with energy stored in the wave medium due to the strain of the wave while \( B\dot{f}^2 \) is the kinetic energy of the medium due to the wave motion. For example, \( B = 0 \) for an electromagnetic wave while \( A = 0 \) for the granular systems recently studied by Swinney *et al.*, *Nature* 382, 793 (1996).

A question arises when one wishes to interpret the quantity \( Af^2 + B\dot{f}^2 \) as an energy density. As the wave changes with time it is possible that the energy moves in space. If the wave amplitude has the form of a travelling wave, \( f(x - vt) \), then both \( f^2 \) and \( \dot{f}^2 \) are functions of a single variable, \( x - vt \), and the energy can be said to be propagating with velocity \( v \).
The concept of group velocity arises when a waveform is Fourier analyzed into a set of harmonic waves

$$f(x, t) = \int F(k)e^{i(kx-\omega t)} \, dk,$$

characterized by wave number $k$ and frequency $\omega(k)$ where the latter relation can be non-trivial due to dispersion in the wave medium. The harmonic wave of frequency $\omega$ has phase velocity $v_p = \omega/k$ which is not necessarily equal to the velocity $v$ of the localized waveform. (In this discussion only the real part of $f$ has physical significance.)

The spectral function $F(k)$ can be determined by the Fourier inverse relation for the wave at a fixed time, say $t = 0$:

$$F(k) = \frac{1}{2\pi} \int f(x, 0)e^{-ikx} \, dx.$$ (3)

However, we don’t need to use this result in the present case.

The usual argument asks us to restrict our attention to waveforms whose spectral function $F(k)$ is narrow enough that the dispersion relation can be approximated as

$$\omega = \omega(k_0) + \frac{d\omega(k_0)}{dk}(k - k_0),$$ (4)

i.e., the leading terms in a Taylor expansion about some central wave number $k_0$. (The sign of $k_0$ determines whether the pulse moves in the $+x$ or $-x$ direction.) Certainly this approximation breaks down for very short pulses in highly dispersive media.

In the approximation (4) we have

$$f(x, t) = e^{i[k_0(d\omega(k_0)/dk) - \omega_0]t} \int F(k)e^{ik[x-(d\omega(k_0)/dk)t]} \, dk$$

$$= e^{i[k_0(d\omega(k_0)/dk) - \omega_0]t} f(x - (d\omega(k_0)/dk)t, 0).$$ (5)

That is, to within a phase factor of unit modulus the waveform $f(x, t)$ is a function of a single variable, $x - (d\omega(k_0)/dk)t$, and so can be said to propagate with the group velocity

$$v_{\text{group}} = \frac{d\omega(k_0)}{dk}.$$ (6)

As argued above, the wave energy propagates with this velocity as well.

If the waveform is highly localized in space it will have a broad spectral content and the linear approximation to the dispersion relation may not suffice. If so, the waveform will change shape (disperse) as it propagates and the group velocity is not well defined.

This well-known argument appears to be due to Lord Kelvin, Proc. Roy. Soc. London 42, 80 (1887), and is reproduced in much the above form in sec. 3 of the book by Havelock.

2. In 1877 both Reynolds and Rayleigh published articles relating energy flow to group velocity. Reynolds’ discussion is based on water waves and can be found in sec. 273 of the book *Hydrodynamics* by H. Lamb, as well as in sec. 26 of *Mechanics of Deformable Bodies* by A. Sommerfeld (1946).
Rayleigh’s argument\(^8\) has been reprinted in the Appendix to Vol. 1 of his book *The Theory of Sound* and is based on the general observation that dispersion in a physical system is always accompanied by absorption. While the latter can often be ignored as a first approximation it should not be left out of discussions of energy flow.

Here I repeat Rayleigh’s argument, which seems to be less well-known than Kelvin’s.

For a steady wave, energy is being transported into the medium at the same rate at which it is being absorbed, when averages are taken over a whole cycle of the wave. The power \(P\) absorbed by a mass \(m\) in the medium is \(P = Fv\) where \(v\) is the velocity of the mass and \(F = \gamma mv\) the dissipative force. Thus \(P = \gamma mv^2\), and summing over all masses in some region, \(P = 2\gamma T\), where \(T\) is the kinetic energy. In writing \(E = 2\langle T\rangle\) we suppose that the wave motion is a small departure from equilibrium so the restoring forces can be described by a quadratic potential, for which \(E = 2\langle T\rangle\) according to the virial theorem of classical mechanics.

Consider a pure harmonic wave, \(f = f_0 e^{i(kx - \omega t)}\), incident on a dispersive medium that occupies the half space \(x > 0\). Because of absorption in the medium this wave dies out over some characteristic distance \(d\). That is, the amplitude of the wave can be written \(f_0 e^{-x/d}\) in the medium. Then the time average energy density is \(\langle Af^2 + Bf^2\rangle \equiv C f_0^2 e^{-2x/d}\).

The time-averaged power absorbed for \(x > x_0\) in the medium is then

\[
\langle P(x_0)\rangle = \gamma \int_{x_0}^{\infty} \langle Af^2 + Bf^2\rangle \, dx = C\gamma f_0^2 \int_{x_0}^{\infty} e^{-2x/d} \, dx = \frac{C\gamma d f_0^2}{2} e^{-2x_0/d}.
\]

The (time-averaged) rate of energy flow per unit area across the plane \(x = x_0\) is the (time-averaged) energy density there times the desired velocity of energy flow, \(v_E\). The rate of energy flow is thus \(C v_E f_0^2 e^{-2x_0/d}\). Comparing with eq. (7), we see that the energy flow velocity is given by

\[
v_E = \frac{\gamma d}{2}.
\]

To find distance \(d\), we suppose that in the absence of absorption the harmonic solutions obey a known dispersion relation, \(k = k(\omega)\). Then the equation of motion including absorption, taken to be velocity dependent, differs from that without absorption only by replacing the second time derivative \(\frac{\partial^2}{\partial t^2}\) with the form

\[
\frac{\partial^2}{\partial t^2} + \gamma \frac{\partial}{\partial t},
\]

where \(\gamma\), whose dimensions are 1/time, characterizes the absorption process. The new dispersion relation that results on inserting our trial harmonic solution into the wave equation differs only in the term \(\omega^2\) being replaced by \(\omega^2 + i\gamma\omega\). For weak absorption this is equivalent to replacing \(\omega\) by \(\omega + i\gamma/2\). The corresponding wave number is therefore \(k(\omega + i\gamma/2) \approx k(\omega) + i(\gamma/2)(dk/d\omega)\), again ignoring terms of order \(\gamma^2\). The wave solution in the presence of absorption is therefore approximately

\[
f(x > 0, t) = f_0 e^{-i(\gamma/2)(dk/d\omega)x} e^{i(kx - \omega t)}.
\]

\(^8\)http://puhep1.princeton.edu/~mcdonald/examples/fluids/rayleigh_plms_9_21_77.pdf
Thus, the characteristic attenuation length is

\[ d = \frac{2 d\omega}{\gamma dk}. \tag{11} \]

From eq. (8) the velocity of energy flow is

\[ v_E = \frac{d\omega}{dk} = v_{\text{group}}. \tag{12} \]

An objection to this argument would be that it doesn’t apply if the absorption is too strong. It may be that the heroic efforts of Sommerfeld and Brillouin (1914)\(^9\) to clarify signal propagation in the case of highly absorptive anomalous dispersion in optical media (where \(v_{\text{group}}\) exceeds the speed of light) have left the impression that the more ordinary case is similarly intricate.