Ph 205 LECTURE 14

COUPLED OSCILLATIONS

References: B & O Sec 2-11; L & L Sec 23, 24

The investigation of coupled oscillations seems to have begun with Daniel Bernoulli (1753) with the particular example of a beam balance with 2 hanging weights.

[Diagram: A simple pendulum with a pivot point and two strings hanging from it.]

He noted that when mass 1 is displaced and let swing, at first it moves like a simple pendulum, but after a while this motion dies out and mass 2 begins to swing like a simple pendulum. After a while the oscillation is transferred back to mass 1, and so on (if damping is small).

While this 'transfer' of oscillation is a very dramatic effect, Bernoulli realised that another feature of the motion is more fundamental. It is possible to set both masses going in such a manner that the whole system (including the balance beam) oscillates with the same frequency. Furthermore, once this motion is established it will continue without any transfer of oscillation.

In fact there are 3 such special frequencies for which the whole system vibrates synchronously. This is an illustration of a general principal:

A system of coupled oscillators of N degrees of freedom (of oscillatory motion) has N characteristic motions in which all parts of the system oscillate with the same frequency \( \omega_i \), \( i = 1, 2, \ldots, N \). These N characteristic motions are called normal modes. The \( \omega_i \) are called the normal frequencies or eigenfrequencies.

(The amplitude of oscillation of some parts of the system may be zero for some of the normal modes.)

In the beam balance example there are 3 degrees of freedom, and hence 3 normal modes. It is extremely useful to guess the nature of these modes before trying to calculate anything.
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The beam doesn't oscillate, masses 1 \( \frac{1}{2} \) swing oppositely.

Mode 1

Mode 2

Mode 3

All 3 masses swing together.

Masses 1 \( \frac{1}{2} \) swing together, but opposite to the swing of the beam.

We can also guess that \( w_1 > w_3 > w_2 \). Mode 2 involves ponderous motion of the whole system. Mode 1 involves quick motion of one part of the system relative to another.

Demonstration of the general principle

We now sketch a proof that \( n \) degrees of freedom \( \rightarrow \) \( n \) normal modes. The proof will suggest one method of solution for the normal frequencies.

To give a general argument we recall Lagrange's method. We use \( q_i \) to label the \( n \) independent coordinates. If the constraints of the system are independent of time, then the kinetic energy can be written (see p 49)

\[
T = \frac{1}{2} \sum_{i < j} a_{ij} \dot{q}_i \dot{q}_j \quad a_{ij} = a_{ji} = f(q) \text{ only, not } f(q,t)
\]

For small oscillations the \( a_{ij} \) can be regarded as constants. Any deviation of the \( q_i \) from their equilibrium values is a higher order correction which we ignore (until the next lecture).

For the potential energy we suppose the \( q_i \) are chosen so \( q_i = 0 \) at equilibrium. We then expand to 2nd order:
\[ V(q_i) = V(0) + \sum_i \frac{\partial^2 V(0)}{\partial q_i^2} q_i q_i + \frac{1}{2} \sum_i \frac{\partial^2 V(0)}{\partial q_i \partial q_j} q_i q_j \]

At equilibrium, \( \frac{\partial V(0)}{\partial q_i} = 0 \). We define \( K_{ij} = \frac{\partial^2 V(0)}{\partial q_i \partial q_j} = K_{ji} \)

Then \( L = T - V = \frac{1}{2} \sum_i \frac{\partial L}{\partial \dot{q}_i} \dot{q}_i \dot{q}_i - V(0) - \frac{1}{2} \sum_i K_{ij} q_i q_j \)

The equations of motion are \( \frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} - \frac{\partial L}{\partial q_i} = 0 \)

or \( \sum_j a_{ij} \ddot{q}_j + \sum_i K_{ij} q_j = 0 \) (the factor \( K \) disappears)

These are the coupled oscillator equations.

We recognize the form by thinking of Cartesian coordinates for which \( a_{ij} = \delta_{ij} \quad a_{ij} = 0 \) if \( i \neq j \)

and \( K_{ij} = \) force constant of spring connecting \( i \) to \( j \)
\( K_{ii} = \) force constant of spring connecting \( i \) to a fixed point

If \( K_{ii} = 0 \) when \( i \neq j \), there would be no coupling.

Bernoulli suggests we try a solution
\[ q_0 = q_{0,0} \cos \omega t \]
where \( \omega \) is the same for all \( j \). Let's try it.

\[ \ddot{q}_0 = -\omega^2 q_0 \]

so we have \( \sum_j \left( -\omega^2 a_{ij} + K_{ij} \right) q_{0,j} = 0 \) \( n \times n \) matrix

This is a set of linear equations in \( n \) unknowns \( q_{0,j} \).

Since the constants on the right-hand side are all zero, we will not have a unique solution for the \( q_{0,j} \). If \( q_{0,j} \) are solutions, so are \( c q_{0,j} \) where \( c \) is constant. But this just means that the solutions have amplitudes which are independent of the frequency—as expected for small oscillations!
WE ALSO KNOW FROM MATRIX THEORY (LINEAR ALGEBRA) THAT FOR SOLUTIONS WITH $q_{ij} \neq 0$ TO EXIST, THE DETERMINANT OF THE $n \times n$ MATRIX MUST VANISH!

i.e.  \[ | -\omega^2 a_{ij} + k_{ij} | = 0 \]

OF COURSE, THE DETERMINANT WHEN EVALUATED IS AN ORDER POLYNOMIAL IN $\omega^2$:

\[ \text{det} = a(\omega^2)^n + b(\omega^2)^{n-1} + \ldots \]

Therefore there are $n$ roots -- the $n$ normal frequencies!

The roots are in fact real and positive (L & L p67). If they weren't, $\omega$ would have an imaginary part, leading to solutions like $q_i \propto e^{i\omega t}$ which diverge, so clearly must not occur. Fortunately mathematics agrees with the requirements of physical reality in this case.

IT CAN HAPPEN THAT A ROOT IS ZERO. THERE IS NO OSCILLATION THEN. THIS MEANS THAT ONE OF THE DEGREES OF FREEDOM DID NOT CORRESPOND TO AN OSCILLATORY MOTION, AND SHOULD HAVE BEEN LEFT OUT TO BEGIN WITH. (SEE PROBLEM 10, SET 7.)

To summarize, a system of $n$ degrees of freedom of oscillation has $n$ normal modes. The corresponding normal frequencies can be found as the roots of an $n$th-order polynomial. Finally, the relative amplitudes of the motion of the coordinates in any given mode can be found as the solution to a set of simultaneous linear equations.

---

**Example 1.** We consider a famous case of 2 degrees of freedom.

\[
\begin{bmatrix}
K_1 & K_1 & m & k_2 & m & k_1 \\
K_1 & m & k_2 & m & k_1 & 0
\end{bmatrix}
\]

This is equivalent to the coupled pendulum system studied in PH 103 LAB.

First let's guess the modes:
MODE 1

**This spring does not stretch**. Masses 1 and 2 move together as if rigidly joined.

**Mode 2.** Masses 1 and 2 move oppositely.

Having guessed the modes we can avoid the method with the determinant!

**Mode 1.** Let $x$ = displacement of mass 1 from equilibrium.

The restoring force is just $-k_1 x_1$, since spring 2 does not change its length in this mode.

$\Rightarrow \quad m \ddot{x}_1 = -k_1 x_1 \quad \Rightarrow \quad \omega_1 = \sqrt{\frac{k_1}{m}}$. Also $\omega_2 = \omega_1$.

**Mode 2.** Now the restoring force on mass 1 is $-k_1 x_1 - 2k_2 x_1$ since spring 2 is compressed an $2x_1$ when mass 1 moves by $x_1$.

$\Rightarrow \quad m \ddot{x}_1 = -(k_1 + 2k_2) x_1 \quad \Rightarrow \quad \omega_2 = \sqrt{\frac{k_1+2k_2}{m}}$. Also $\omega_2 = -\omega_1$.

**Lesson:** If you can guess the precise form of the modes, the coupled oscillator problem can be reduced to a series of one-dimensional problems.

**Example 2.** Now suppose $m_1 \neq m_2$ in Example 1.

We still have 2 modes but they are more or less like those sketched above — but spring 2 will be compressed a bit in mode 1, and the 2 masses won’t have equal displacements in mode 2.

So we must use our general method:

\[ M_1 \ddot{x}_1 = -k_1 x_1 + k_2 (x_2 - x_1) \]

\[ M_2 \ddot{x}_2 = -k_1 x_2 - k_2 (x_2 - x_1) \]

Try: \( x_1 = A_1 \cos \omega t \quad x_2 = A_2 \cos \omega t \)

\(-A_1 \omega^2 M_1 x_1 = -k_1 A_1 + k_2 A_2 - k_2 A_1 \)

\(-A_2 \omega^2 M_2 x_2 = -k_1 A_2 + k_2 A_2 - k_2 A_1 \)
\[(k_1 + k_2 - m_1 \omega^2) A_1 - k_2 A_2 = 0\]
\[-k_2 A_1 + (k_1 + k_2 - m_2 \omega^2) A_2 = 0\]

For non-trivial solutions the determinant must vanish:

\[(k_1 + k_2 - m_1 \omega^2)(k_1 + k_2 - m_2 \omega^2) = k_2^2 = 0\]

\[m_1 m_2 \omega^4 - (k_1 + k_2)(m_1 + m_2) \omega^2 + k_1^2 + 2k_1 k_2 = 0\]

And \[\omega^2 = \frac{(m_1 + m_2)(k_1 + k_2) \pm \sqrt{(k_1 + k_2)(m_1 + m_2)^2 - 4m_1 m_2(k_1^2 + 2k_1 k_2)}}{2m_1 m_2}\]

If \(m_1 = m_2\), \[\omega^2 = \frac{k_1 + k_2 \pm k_2}{m}\] as before!

We can now explain the transference of oscillation.

Suppose \(m_1 = m_2 = m\). We have two solutions, corresponding to the two modes:

**Mode 1** \(\chi_1 = A_1 \cos \omega_1 t\)
\(\chi_2 = A_1 \cos \omega_1 t\)

**Mode 2** \(\chi_1 = A_2 \cos \omega_2 t\)
\(\chi_2 = -A_2 \cos \omega_2 t\)

The general solution is \(\chi_1 = A_1 \cos \omega_1 t + A_2 \cos \omega_2 t\)
\(\chi_2 = A_1 \cos \omega_1 t - A_2 \cos \omega_2 t\)

Suppose at \(t = 0\), \(\chi_1 = A\), \(\chi_2 = 0\), \(\dot{\chi}_1 = 0\), \(\dot{\chi}_2 = 0\)

Then \(\chi_1 = \frac{A}{2} (\cos \omega_1 t + \cos \omega_2 t) = A \cos \frac{\omega_1 + \omega_2}{2} t \cos \frac{\omega_1 - \omega_2}{2} t\)
\(\chi_2 = \frac{A}{2} (\cos \omega_1 t - \cos \omega_2 t) = A \sin \frac{\omega_1 + \omega_2}{2} t \sin \frac{\omega_1 - \omega_2}{2} t\)

The transference is dramatic if \(\omega_1 \approx \omega_2\)
(\(\Rightarrow \omega_2 \ll \omega_1 \Rightarrow \text{weak coupling}\))

Then
\(\chi_1 \sim A \sin \frac{\omega_1 t}{2}\)
\(\chi_2 \sim A \sin \frac{\omega_1 t}{2}\)
\(\omega \sim \frac{\omega_1 + \omega_2}{2}\)
\(\Delta \omega = \omega_2 - \omega_1\)

The envelope of the motion is the so-called 'beat' phenomenon
(of frequency \(\frac{\omega_1 - \omega_2}{2}\)), prominent whenever oscillatory motion of nearly equal frequencies is combined.
Example 3  The Double Pendulum

For arbitrary $l_1, l_2, m_1, m_2$ we have to confront the problem the hard way. But we know roughly what the modes will look like.

To derive the equations of motion we use Lagrange's method. The hardest part is to choose good coordinates! They must be independent, and there must be only 2 (for motion in a vertical plane). Two angles seem appropriate. The standard trick is to measure both angles from the vertical, (rather than $\Theta_2$ with respect to the line of rod 1).

We simplify slightly by considering only the case $l_1 = l_2 = l$.

$L = T - V = T_1 + T_2 - V_1 - V_2$

$T_1 = \frac{1}{2} m_1 l^2 \dot{\Theta}_1^2$

$V_1 = m_1 g l (1 - \cos \Theta_1)$

$V_2 = m_2 g l (2 - \cos \Theta_1 - \cos \Theta_2)$

For $T_2$ we note $\Theta_2 = l (\sin \Theta_1 + \sin \Theta_2)$, $\dot{\Theta}_2 = -l (\cos \Theta_1 + \cos \Theta_2)$

Leading to $T_2 = \frac{1}{2} m_2 l^2 (\dot{\Theta}_1^2 + 2 \cos (\Theta_1 - \Theta_2) \dot{\Theta}_1 \dot{\Theta}_2 + \dot{\Theta}_2^2)$

For small oscillations it is best to make the small angle approximation before calculating the equations of motion. But remember, you must keep terms up to 2nd order in the Lagrangian.

$T_1 = \frac{1}{2} m_1 l^2 \dot{\Theta}_1^2$

$V_1 = \frac{1}{2} m_1 g l \Theta_1^2$

Note that $\dot{\Theta}_1 \neq \dot{\Theta}_2$ are small, so $\cos (\Theta_1 - \Theta_2) \dot{\Theta}_1 \dot{\Theta}_2 \to 0$ no order.

$T_2 = \frac{1}{2} m_2 l^2 (\dot{\Theta}_1^2 + 2 \dot{\Theta}_1 \dot{\Theta}_2 + \dot{\Theta}_2^2)$

$V_2 = \frac{1}{2} m_2 g l (\dot{\Theta}_1^2 + \dot{\Theta}_2^2)$

$L = \frac{1}{2} (m_1 + m_2) l^2 \dot{\Theta}_1^2 + m_2 l^2 \dot{\Theta}_1 \dot{\Theta}_2 + m_2 l^2 \dot{\Theta}_2^2 - \frac{1}{2} g l (m_1 \Theta_1^2 + m_2 \Theta_2^2)$

$s_1 \Rightarrow (m_1 + m_2) l^2 \dot{\Theta}_1 + m_2 l^2 \dot{\Theta}_2 + g l (m_1 + m_2) \Theta_1 = 0$

$s_2 \Rightarrow m_2 l^2 \dot{\Theta}_1 + m_2 l^2 \dot{\Theta}_2 + g l m_2 \Theta_2 = 0$
We try solutions \( \Theta_1 = A \cos \omega t \) \quad \Theta_2 = B \cos \omega t \)

\[
(M_1 + m_2) (g - \omega^2 l) A - m_2 \omega^2 B = 0
\]

\[
-m_2 \omega^2 A + m_2 (g - \omega^2 l) B = 0
\]

Setting the determinant to zero, we find

\[
\omega^2 = \frac{g}{l} \frac{M_1 + m_2}{M_1} \left(1 \pm \sqrt{1 - \frac{M_1}{M_1 + m_2}}\right)
\]

Some special cases of interest are:

a) \( M_1 = m_2 = M \) \quad \Rightarrow \quad \omega^2 = \frac{g}{l} (2 \pm \sqrt{2})

\[
\omega_1 = \sqrt{\frac{2g}{l}}, \quad \omega_2 = \sqrt{\frac{2.4g}{l}} \approx 2.3 \omega_1
\]

Also \( B/A = \frac{\omega^2}{g - \omega^2 l} \) so for mode 1, \( B/A = \sqrt{2} \)

while for mode 2, \( B/A = -\sqrt{2} \).

b) \( M_1 = M, \quad m_2 = \epsilon M << M \)

\[
\omega^2 = \frac{g}{l} \left(1 \pm \sqrt{\epsilon}\right)
\]

\[
\omega_{1,2} = \sqrt{\frac{g}{l}} \left(1 \pm \sqrt{\epsilon}\right)
\]

Because \( \omega_1 \approx \omega_2 \), beats should be prominent.

Also \( B \approx \pm \frac{g}{2l} A \), \( |B| \approx |A| \)

**Forced Coupled Oscillations**

The case of a system of coupled oscillators subject to a sinusoidal driving force is easy to understand. We expect steady motion with all oscillators moving at the driving frequency \( \omega \). Resonance should occur whenever \( \omega \) is a normal frequency, rather than when \( \omega \) is a natural frequency of some particular spring in the system.

**Example:**

\[
\begin{array}{cccc}
K_1 & m_1 & K_2 & m_2 & K_1 \\
\end{array}
\]

\[
F = F_0 \cos \omega t
\]

From this, the equation of motion are \( M_1 = m_2 = M \)

\[
M_1 \dddot{x}_1 + (K_1 + K_2) x_1 - K_2 x_2 = F_0 \cos \omega t
\]

\[
M_2 \dddot{x}_2 + (K_1 + K_2) x_2 - K_2 x_1 = 0
\]
\[ \begin{align*}
\text{We then} \quad & x_1 = A_1 \cos \omega t \quad x_2 = A_2 \cos \omega t \\
\Rightarrow \quad & \begin{cases}
( - \omega^2 M + k_1 + k_2) A_1 - k_2 A_2 = F_0 \\
- k_2 A_1 + (k_1 + k_2 - \omega^2 M) A_2 = 0
\end{cases}
\end{align*} \]

\[ \Delta = \begin{vmatrix}
 k_1 + k_2 - \omega^2 M & -k_2 \\
 -k_2 & k_1 + k_2 - \omega^2 M
\end{vmatrix} = (k_1 + k_2 - \omega^2 M)^2 - k_2^2 \\
= (k_1 + 2k_2 - M \omega^2)(k_1 - M \omega^2) \\
= M^2 (\omega_1^2 - \omega^2)(\omega_2^2 - \omega^2)
\]

Where \( \omega_1 = \sqrt{\frac{k_1}{m}} \) and \( \omega_2 = \sqrt{\frac{k_1 + 2k_2}{m}} \) are the normal frequencies of the system.

Then \( A_1 = \frac{F_0}{\Delta} \begin{vmatrix}
 F_0 & -k_2 \\
0 & (k_1 + k_2 - \omega^2)
\end{vmatrix} = \frac{F_0}{\Delta} \frac{(k_1 + k_2 - \omega^2)}{(\omega_1^2 - \omega^2)(\omega_2^2 - \omega^2)} \\
A_2 = \frac{F_0}{\Delta} \begin{vmatrix}
 k_1 + k_2 - M \omega^2 & F_0 \\
-k_2 & 0
\end{vmatrix} = \frac{F_0}{\Delta} \frac{(k_1 + k_2 - \omega^2)}{(\omega_1^2 - \omega^2)(\omega_2^2 - \omega^2)}
\]

Leading to resonance at either normal frequency.

\underline{The normal coordinates - A formal procedure.}

We have seen that the problem of coupled oscillators is very easy if we can guess the relations among the coordinates in each of the normal modes. Then we have a series of one-dimensional oscillator problems - which are readily solved. We can sketch a formal mathematical procedure to take the place of 'guessing!'

Basically we seek to transform our \( n \) coordinates \( \phi_i \) into a new set of coordinates \( \eta_i = \eta_i(\phi_j) \) such that only one coordinate, \( \eta_i \), varies per normal mode. That is, the equations of motion in terms of these new coordinates are just \( \ddot{\eta}_i + \omega_i^2 \eta_i = 0 \quad i = 1 \ldots n \)

where the \( \omega_i \) are the normal frequencies. Of course, we call the \( \eta_i \) the normal coordinates.
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But now do we get from the \( q_i \) to the \( \eta_i \)?

Recall that the equations of motion in terms of the \( q_i \) are

\[
\sum_i \alpha_{ij} \dot{q}_j + \sum_i k_{ij} q_j = 0 \quad (p. 148)
\]

In matrix terminology, we need a coordinate transformation which simultaneously diagonalizes the two symmetric matrices \( \alpha_{ij} \) and \( k_{ij} \).

We need to know that any (real) symmetric matrix can be diagonalized by a suitable linear transformation.

1. \( q' = \sum_i M_{ij} q_j \)

We could diagonalize two matrices in 3 steps.

1) Diagonalize matrix \( \alpha_{ij} \) by a first transformation.

\( \alpha_{ij} \rightarrow (\lambda_1 \ldots \lambda_n) \)  \( k_{ij} \rightarrow k'_{ij} \) still symmetric

2) Change the scales of the new coordinates so that each \( \lambda_i \rightarrow 1 \). Let \( q''_{i} = \frac{1}{\lambda_i} q'_{i} \).

Now \( q''_{i} \) has been transformed to the unit matrix \( (1 0) \), while \( k''_{ij} \) is still symmetric.

3) Find a second linear transformation which diagonalizes matrix \( k''_{ij} \rightarrow (\omega_1 \ldots \omega_n) \). The trick is that the unit matrix remains the unit matrix under this transformation! Our new coordinates \( q'''_{i} = \eta_{i} \) are normal coordinates!

Such a procedure could be carried out by a computer for large-scale problems.

The normal coordinates can also be constructed out of the solutions for the normal modes found by the more direct method. This procedure is outlined by L&L in Sec. 23.